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Foreword

Radioactive waste management programmes in OECD countries cover a wide range of activities
in research and development with the common purpose to get the necessary scientific basis for
disposal of various types of radioactive waste. The concern for the safety of final disposal is
shared among the safety authorities and the radioactive waste producers, primarily the nuclear
utilities. In some countries, site selection and characterisation programmes for high-level waste
disposal are at a relatively advanced stage and several countries already have repositories for
low-level waste in operation. Due to the difficulties involved and the amount of work necessary
to get the required scientific information, the problems to be resolved have a high priority in
national and international co-operative programmes.

INTRAVAL was set up as an international project concerned with the use of mathematical
models for predicting the potential transport of radioactive substances in the geosphere. Such
models are used to help assess the long-term safety of radioactive waste disposal systems. The
INTRAVAL project was established by the Swedish Nuclear Power Inspectorate to evaluate the
validity of these models. Results from a set of selected laboratory and field experiments as well
as studies of occurrences of radioactive substances in nature (natural analogues) were compared
in a systematic way with model predictions. Discrepancies between observations and predictions
were discussed and analysed.

The project ran for six years, from 1987 to 1993. It was organised in two phases. The Swedish
Nuclear Power Inspectorate (SKI) was managing participant during both phases and the
OECD/Nuclear Energy Agency, Her Majesty’s Inspectorate of Pollution (HMIP/DOE), United
Kingdom, and Kemakta Consultants, Sweden took part in the project secretariat. The project
had also observers from the International Atomic Energy Agency and from the State of Nevada.

The first phase of INTRAVAL was finished in 1990. Reports of the results from the first phase
were issued in 1990, 1992 and 1993. A summary report of phase one of the project was
published in the beginning of 1994.

The second phase of INTRAVAL was initiated in 1990 and finished 1993. Thirty-eight
organisations from thirteen OECD countries participated in the second phase. Test cases were
divided among four working groups which describe their findings in four separate reports. This
report is one of them. In addition a summary report will be issued as well as a report from an
independent subcommittee for integration.




Abstract

This report presents the work and conclusions of Working Group 2 within the International
INTRAVAL Project. The Working Group focused on the study of ground water and tracer
migration in fractured rock formations at three sites. The first field test was carried out at
Finnsjon, Sweden, through the use of a number of boreholes in a nearly horizontal fractured
zone embedded in a less permeable fractured crystalline rock mass at a depth between 100 to
240 m below the ground surface. A comprehensive series of hydraulic interference tests and
tracer migration tests were carried out, with tracer migration distances about 200 m. Both
convergent and dipole flow patterns were used.

The second field test was the so-called Stripa-3D experiment, carried out in a drift 360 m
underground in fractured crystalline rock in the old Stripa mine in Sweden. Tracers were
injected through boreholes at 10 to 55 m above the drift ceiling, and their migration into the drift
under supposedly convergent flow field was carefully monitored and evaluated.

The third test case studied by the Working Group was the 8-m thick layer of fractured Culebra
dolomite at a depth of 200 m at the WIPP site in New Mexico, USA. This test case is known
as the WIPP-2 case within INTRAVAL. An extensive data set of transmissivity, head, and
ground water salinity values at more than 40 locations were available for analysis and study.

Each of the test cases was studied by a number of research teams, nine, six and five for the three
cases respectively. The teams used a wide range of models and calculational techniques, from
equivalent porous and double porosity media, to fracture network and channel models. Of
particular note is the application of stochastic models by a number of teams to the study of the
large scale WIPP-2 case. The report describes the results of all the efforts of the research teams.
Both lessons learned and conclusions from each of the cases and also the general conclusions
of the results of the Working Group as a whole are presented.
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1 Introduction and General Comments on INTRAVAL
Phase 2, Working Group 2, Test Cases

Chin-Fu Tsang and Shlomo P. Neuman

During Phase 2 of INTRAVAL, Working Group 2 focused on the study of groundwater flow
and tracer migration at three field sites in fractured rock, Stripa and Finnsjon sites in Sweden
and WIPP (Culebra) site in the USA. The Stripa 3D test case utilized experimental data from a

freshly excavated drift at a depth of 360 m in fractured crystalline rock at the old Stripa iron mine
in Sweden. The cross-shaped drift was 75 m long with an arm length of 25 m. Tracers were

injected passively into the overlying rock between 10 and 55 m above the drift. Groundwater

and tracer inflows were monitored in 375 plastic sheets, 2 x 1 m2 in area, attached to the roof
and walls of the drift.

The Finnsjon test case concerned hydraulic and tracer experiments in a low-angle horizontal
fracture zone embedded within a less permeable fractured crystalline rock mass. In an area of
500 x 500 m2, within which there are 7 boreholes, the fracture zone is about 100 m thick and its
upper surface lies between 100 and 240 m deep. The zone is composed primarily of three
relatively thin layers of enhanced permeability at its top, center and bottom. Three hydraulic
interference tests were performed by withdrawing water from isolated intervals in one borehole.
During one of these tests, tracer pulses were introduced into the upper high permeability layer
through three nearby boreholes and their breakthroughs monitored in the pumping borehole.
Following this preliminary tracer test, a radially converging tracer test was conducted by
injecting, continuously and as pulses, 11 tracers into isolated intervals within the three high-
permeability layers while withdrawing water from a central borehole open throughout the entire
zone. Finally, a dipole tracer experiment was performed within the upper high-permeability layer
by recirculating water and 15 tracers (both sorbing and nonsorbing) between two boreholes
while monitoring their concentrations in these and two intervening boreholes. Two tracers were
also injected into one of the intervening boreholes.

The WIPP 2 case study is based on data from site investigations carried out at the Waste
Isolation Pilot Plant (WIPP) in New Mexico, USA. This site is being investigated by the United
States Department of Energy as the potential location of a radioactive waste repository.
Extensive field investigations have been conducted in the fractured Culebra dolomite which lies
at a depth of about 200 m, has a thickness of about 8 m, and extends over many kilometers.

Transmissivity, head and groundwater salinity have been measured at more than 40 locations in
the Culebra dolomite.

Working Group 2 consisted of independent teams which took upon themselves to develop, test
and compare models suitable for the interpretation of some of the collected field data. The Stripa
3D data were analyzed by four teams during INTRAVAL Phase 1 and two teams during
Phase 2. All six teams considered flow and transport to occur in discrete channels, though the
models of some of the teams allowed the transfer of tracer between channels while others did
not. In addition to advection and dispersion, some teams also included matrix diffusion in their
models. Different teams calibrated their models against different sets of measurements to




different extents by means of various methods. A major obstacle to calibration was the paucity
of hydraulic data to define the flow field. This notwithstanding, the various channel models
were successful in reproducing various trends in the observed field behavior, such as the
appearance of multiple breakthrough peaks. They were however less successful in reproducing
consistently all observed behaviors, most notably the apparent loss of tracer mass. It was not
possible to meaningfully rank the various models and discriminate among them.

Nine project teams from seven countries worked on the interpretation of data from the Finnsjon
site during INTRAVAL Phase 2. Three of these teams had also worked on some of these data
during INTRAVAL Phase 1. Five of the seven teams during Phase 1, and seven of the nine
teams during Phase 2, used continuum (equivalent porous media) approaches to model the
Finnsjon tracer tests. Among these were single- and dual- continuum models as well as
deterministic and stochastic continuum models. One team employed a discrete channel network
model and one used effective crack tensor theory during Phase 2. The number of space
dimensions modelled varied from one to three. Different models were successful in reproducing
various aspects of observed field behavior; some were successful in predicting one tracer test
after having been calibrated against other test data. The number of space dimensions modelled
did not seem to affect the quality of these reproductions and predictions. It was again not
possible to rank the various models, and discriminate among them, unambiguously. All teams
concluded that advection and dispersion are needed to interpret the test results. However, there
was some disagreement among teams regarding the importance of dual continuum models and
matrix diffusion for reproduction of the field data. We note in this context that only one among
the teams (GEOSIGMA) was successful in using all available hydraulic and tracer test data to
calibrate their models and subsequently validate them by predicting observed tracer behavior.
This team required neither a dual continuum model nor matrix diffusion to accomplish these
tasks. It seems that while these phenomena may occur, they were not able to manifest
themselves under the high velocities induced by the test in a medium with a rather low fracture to
matrix porosity ratio.

A synthetic natural gradient tracer test was set up based on the Finnsjon data and addressed by
some of the teams. Its aim was to compare the ability of various models, calibrated against local
tracer tests, to predict tracer migration on much larger scales. The predictions were fairly similar
except one made with a model that had included matrix diffusion. One team has shown that
calibrating a stochastic continuum model against local data does not necessarily insure its ability
to render reliable predictions outside of this area. Another team emphasized the need to consider
non-Gaussian models. In such models extreme values of permeability may be more connected
than in Gaussian models, increasing the potential for preferential flow paths, which may lead to
the main radiological consequence of a repository.

The WIPP 2 case study was addressed by five project teams. All five teams treated the fractured
Culebra dolomite as a continuum. As measured transmissivities within this layer vary by more
than seven orders of magnitude while porosity remains close to 0.16, all teams accounted for
spatial variations in transmissivity and/or hydraulic conductivity while treating porosity as a
constant. Two teams did so by means of two-dimensional horizontal stochastic continuum
models conditioned on measured transmissivity data. The teams were successful in
demonstrating that methods of geostatistical inference and stochastic modelling are at a stage




where they can be applied to real-world problems. They discussed and developed methods to
estimate the parameters of stochastic models, showed how statistical hypothesis testing can be
used to differentiate between alternative models, illustrated how predictive uncertainty reduces as
the model is conditioned on a broader class of hydraulic data (i.e., inclusion of head data),
pointed to the need of augmenting such data by geologic information, and stressed again the
need to consider non-Gaussian models. Other teams have shown that vertical leakage through
formations which overlie the Culebra dolomite may impact horizontal flow within the latter, that
both flows are influenced by shallower water table conditions which in turn are sensitive to
variations in climate, and that heterogeneity exerts a much greater control on flow than do spatial
variations in salinity.

Based on all the field and modelling results encountered by Working Group 2, we may draw the

following general conclusions:

1. The geosphere is a complex, multiscale, spatially variable natural environment. It
exhibits both discrete and continuum features and phenomenology on all scales.
Observed and/or dominant features and/or phenomena are generally scale-
dependent.

2. A reasonable understanding and/or interpretation of local field test conditions does
not guarantee the ability to make reliable predictions on larger and/or smaller scales.
To properly characterize a site, there will be a need to perform numerous
measurements and/or experiments and/or observations at multiple locations arranged
so as to form a multiscale nested grid of points.

3. Field data and/or experiments typically lend themselves to multiple interpretations
and conceptualizations (such as juxtaposed and/or overlapping continua, discrete
planar features and/or fractures, discrete channels and/or openings). An
unambiguous definition and/or description of the relevant subsurface plumbing
system at all scales and locations is not possible.

4. Preferential flow channels in fractured rocks are dynamic entities: They are
controlled both by the internal plumbing of the rocks through which groundwater is
flowing and by external and/or internal driving forces. Neither these channels nor
travel (time) through them can be defined and/or described as intrinsic in-situ
properties, as both vary with dynamic conditions and with the scale of observation.

5. Most field (and laboratory) tests can be interpreted with models that are neither too
simplistic nor unduly complex. A point of diminishing returns (optimum model
complexity) is reached rapidly as complexity increases.

6. Integrated effects (such as dipole pumping well tracer breakthrough) can be modeled
more easily than local effects (such as tracer concentrations at a sampling well
between the dipole wells). But now the question becomes whether this is all we
need for safety assessment?

7. Transport in all the test cases has been dominated by advection along different flow
lines which are strongly affected by heterogeneity. This makes clear the need to
focus on multiscale spatial variability (heterogeneity and anisotropy) as a key
uncertainty to address. Dispersion, known to arise mainly from such uncertainty,
has also been shown to be important. Matrix diffusion appears to be a factor in the
interpretation of tracer tests within the Culebra dolomite at the WIPP site in New
Mexico (this was shown outside of INTRAVAL), but its effect on transport in
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crystalline rocks has not been demonstrated.

The geosphere can, and where possible should, be characterized statistically and
analyzed stochastically in terms of observable and/or measurable intrinsic quantities
(rather than nonintrinsic concepts such as flow paths). This requires many
observations on multiple measurement and/or sampling scales. It is important for
model discrimination, calibration and validation; for the quantification of predictive
uncertainty; and for assessment of the worth of data as a means of reducing such
uncertainty.

There are important differences between rock and/or flow and/or transport behaviors
in the interior of intact rock and at (or near) exposed rock surfaces (such as outcrops
and underground openings). Hence observations made, and conclusions drawn,
based on (near) boundary behavior may not apply to the interior.

Modelers, theorists, and experimentalists must together conceive, plan, design,
execute, analyze, and interpret experiments. Otherwise, crucial information will
almost certainly be lacking when attempting to derive maximum benefit from these
experiments.

10




2 Finnsjon Test Case
2.1 Introduction

This INTRAVAL test case is based on three hydraulic interference tests and two tracer
experiments performed in a major low angle fracture zone (Zone 2) at the Finnsjon research
area located in northern Uppland in central Sweden [Andersson et al., 1989], [Gustafsson et
al., 1990], [Andersson et al., 19901, [Gustafsson & Andersson, 1991], [Gustafsson &
Nordgvist, 1993], [Andersson (ed.), 1993], [Andersson et al., 1993]. The main objectives with
the experiments were to determine parameters important for the understanding of radionuclide
transport in major fracture zones and to utilize the results for calibration and verification of
radionuclide transport models. An additional objective was to develop and improve equipment
and experimental methods for application in future field experiments. These experiments were
selected as a test case in the INTRAVAL project since they were designed to study
phenomena important in geosphere transport such as advection, dispersion, channelling,
dilution, matrix diffusion, heterogeneity on a rather large geometrical scale.

During Phase 1 of the INTRAVAL Project a total of seven project teams studied and analyzed
the data with varying amount of detail. The Phase 1 results are reported by T'sang & Neuman
(editors) [1992]. The major conclusion drawn was that data from one or two tracer tests alone
are not sufficient to distinguish between different models and/or processes.

The analysis of the Finnsjon test case was prolonged also during Phase 2 of the INTRAVAL
Project, this decision partly augmented by the fact that Phase 2 put special focus on field
experiments.

Nine project teams from seven countries, including the Pilot Group (GEOSIGMA) who
developed this test case, studied and analyzed the data. Two of the groups were also
participating in Phase 1, GEOSIGMA (former SGAB) and VTT. The project teams were:

GEOSIGMA, Sweden

Technical Research Centre of Finland (VTT)

. Power Reactor and Nuclear Fuel Development Corporation (PNC), Japan
Paul Scherrer Institut (PSI), Switzerland

University of New Mexico (UNM), USA

Hazama Corporation, Japan

Conterra/Royal Institute of Technology (KTH), Sweden

Bureau de Recherches Géologiques et Minieéres (BRGM), France
Universidad Politecnica de Valencia (UPV), Spain

© 00 N oL W =

The processes studied and the conceptual approaches made by the nine teams are summarized
in Table 2.1.1. The Phase 2 analysis of the Finnsjon test case is more thoroughly described
by Andersson & Winberg [1994].
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Table 2.1.1.

and processes considered

Phase 2 analysis of tracer tests at Finnsjon. Conceptual approaches used

Modelling team

Conceptual approach

Processes considered

Hazama Corp.,
Japan

Conterra/Water
Res. Eng.(KTH),
(SKB) Sweden

BRGM (ANDRA),

GEOSIGMA,(SKB)
Sweden

VTT (TVO),
Finland

PNC, Japan

UPV (ENRESA),
Spain

PSI (NAGRA),
Switzerland

U. of New Mexico,
U.S.A.

crack tensor theory

stochastic continuum
multiGaussian

continuum model

continuum model

non-interacting varying
aperture channel model

dual porosity continuum
model, stream tube
concept

stochastic continuum
multiGaussian
non-multiGaussian

single and dual porosity
continuum model

single and dual porosity
continuum model

advection

advection

advection-dispersion
kinematic dispersion
radioactive decay

advection-dispersion
diffusion

sorption

matrix diffusion
radioactive decay

advective diffusion
matrix diffusion
gen. Taylor
multiple flow paths

advection-dispersion
multiple flow paths

advection

advection-dispersion
multiple flow paths
sorption

matrix diffusion

advection-dispersion
molecular diffusion
matrix diffusion
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2.2 Description of the Finnsjon Experiments

This section gives a very brief description of the experiments done at the Finnsjon site. The
data available for the modelling teams is thoroughly described in INTRAVAL Phase 1 Test
Cases [SKI/NEA, 1991].

2.2.1 Site Description

At the Finnsj6n investigation site, Sweden, two major fracture zones have been identified, the
Brindan fracture zone, Zone 1, and a low-angle zone, Zone 2 (Figures 2.1, 2.2). The
geohydrology of the site is dominated by these two highly conductive zones. Zone 2, which
is the zone utilized for the tracer tests, is trending north with a dip of about 16° to the west
and consists of sections with high fracture frequency and tectonisation. The zone is well
defined in 7 boreholes located within an area of about 500 X500 m (Figure 2.1). In this area
the fracture zone is almost planar with the upper surface located between 100 to 240 m below
ground. The zone is about 100 m thick and seems to consist of three subzones with
transmissivities in the order of 107 to 103 m?/s. The parts in between the subzones have
transmissivities similar to the country rock. The magnitude of the hydraulic gradient in the
zone is about 0.3 %, directed towards ENE.

The rock where Zone 2 is located is dominated by granodiorite. The rock is medium-grained
and red in colour. The fracture infillings are dominated by calcite. Other minerals present are
hematite, laumontite, asphaltite and clay minerals.

The composition of the groundwater above Zone 2 differs from that in and below Zone 2. The
water above the zone is a younger near-surface water, and the water below Zone 2 is an old
saline water characterized by a high content of species in solution such as Na, Ca and CI. The
water in Zone 2 is a mixture of these two waters which indicates the appearance of two circu-
lating groundwater systems, one above and one below Zone 2. Both are drained into Zone 2
in the area where Zone 2 is most deeply located and the water is discharged from the shallow
parts of Zone 2 into Zone 1.

2.2.2 Experiments Performed

Three hydraulic interference tests were carried out by withdrawing water from different
isolated intervals in borehole BFI02 within Zone 2 [Andersson et al., 1989]. The pressure
responses were registered in 3-6 intervals in all boreholes in the Brindan area and also in 6
boreholes outside the Brindan area up to 1500 m from the pumping well.

During one of the interference tests a preliminary tracer test was performed in order to
optimize the design and performance of the planned radially converging experiment. Tracers
were injected as pulses in the upper highly conductive subzone of Zone 2 in boreholes BFIO1,
KFI06 and KFI11. Tracer breakthrough was monitored in the pumping well BFIO2.

13




In the radially converging experiment borehole BFI02 was used as a withdrawal hole and
injection of tracers into Zone 2 was made in three peripheral holes, BFIO1, KFI06 and KFI11
[Gustafsson & Nordgvist, 1993]. In each injection hole three sections were isolated with
packers, one in the upper highly conductive part of Zone 2, one at the lower boundary of
Zone 2 and one at the most conductive part in between. In the withdrawal hole the isolated
section enclosed the whole thickness of Zone 2.

In total 11 different tracers were injected, 8 of them continuously for 5-7 weeks, and three
as pulses. The tracers selected, DTPA- and EDTA complexes, fluorescent dyes and anions,
are stable and non-sorbing.

The water discharged from the hole was continuously sampled for tracer analysis during the
time period of tracer injection. The hydraulic head in the pumped section and also the
groundwater level was registered. After the end of tracer injection a detailed sampling of the
withdrawal hole was made in order to determine possible interconnections between highly
conductive intervals of Zone 2.

The dipole experiment was performed in a recirculating system between BFI01 (injection) and
BFI02 (withdrawal) [Andersson et al., 1993]. Boreholes KFI06 and KFI11 were used as
observation holes. Only the upper highly conductive part of Zone 2 was used for tracer
injection in hole BFIO1. The two observation holes were isolated with packers in the same
manner as in the radially converging test. Water from the isolated section in the withdrawal
hole BFI02 was recirculated to the injection section in BFIO1 through a pipe system.

In total 15 injections of tracers were made in BFIO1. Both radioactive and nonradioactive
tracers were used. The radiotracers included both non-sorbing and sorbing species. Two tracer
injections were also made in the upper section of the observation hole KFI11.

The tracers were sampled in the upper part of Zone 2 in holes BFI02, KFIO6, and KFI11.
Occasionally, samples were also taken in the water from the lower intervals of boreholes
KFI06 and KFI11. During the experiment the temperature of the water entering the injection
hole BFIO1 and the oxidation-reduction potential were measured showing that the conditions
were stable and reducing. The electrical conductivity and the temperature of the water
discharged from the withdrawal hole BFI02 were also registered during the experiment.

14
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2.3 Summaries of Project Team Analyses
2.3.1 Summary of GEOSIGMA/SKB Analysis

The GEOSIGMA/SKB analysis is a continuation of the original evaluation of the tracer
experiments in Zone 2 presented during INTRAVAL Phase 1 [Tsang & Neuman (editors),
1992].

Modelling Objectives

The purpose of the two-dimensional modelling of the dipole experiment was to make a direct
comparison with earlier predictions and experimental data. Variations of the magnitude and
direction of the natural gradient and effects of anisotropy were also examined. The one-
dimensional modelling was made in order to evaluate and compare transport parameters for
the breakthrough in the observation holes where the transport can be assumed to be one-
dimensional. The evaluation also includes parameter estimates from two or more breakthrough
curves simultaneously.

Modelling Approach

For both the one-dimensional and the two-dimensional approaches a simple porous medium
advection-dispersion model was applied. The breakthrough in the two observation holes KFI06
and KFI11 was modelled assuming constant fluid velocity and no transversal dispersion. The
one-dimensional models were solved using analytical solutions as given by Van Genuchten &
Alves [1982]. Variable injection schemes were simulated by superposition of these solutions.

The fitting was generally made for three parameters, dispersion coefficient, D, mean velocity,
v, and proportionality factor, f. The f-parameter is the product of injection concentration,
dilution in the sampling section, and a weight representing the contribution from each main
flow path. The uniqueness of the parameter estimates was assessed by studying the regression
statistics of each model run: the correlation coefficients, standard error of the parameters, and
the correlation between the parameters. A classification was made on a scale from 1 to 3
where 1 represents a poor model, 2 represents an acceptable model, and 3 a good model.

The one-dimensional modelling also included determination of retardation coefficients for
some of the weakly sorbing tracers using simultaneous fits of two or three breakthrough
curves, one being conservative and the other(s) retarded. The two-dimensional modelling was
made in a 0.5 m thick horizontal plane of the fracture zone covering a region of 500 x 500
m. The transport equation was solved numerically by the 2D finite element code SUTRA
[Voss, 1990] with a discretization of 10 x 10 m (2500 elements). Simulations were made
applying different natural gradients and anisotropy factors trying to simultaneously fit all three
breakthrough curves using inverse modelling technique.
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Results

The results of the one-dimensional analysis show that the transport between the injection hole
and observation borehole KFI11 can be very well described with a single flow path model.
The variation in residence times and dispersivities was found to be small for the non-sorbing
tracers (82Br", 1%Re0,", 13", 19°Yb-EDTA, and 58Co-EDTA). 4°La-DOTA, "7Lu-DOTA
and Rhodamine WT are weakly sorbing and were markedly delayed. The determination of
retardation coefficient using simultaneous parameter estimation of two or three curves showed
values of 1.3-1.7. >1Cr-EDTA, !!In-EDT A, and In-EDTA (stable) also shows minor delays.
Some of the tracers, e.g. 24Na™ and 160Tb-EDTA, are not delayed but shows lower peak
values and less recovery than others indicating irreversible losses.

The breakthrough in KFI06 is markedly delayed compared to KFI11. The long residence times
only enabled detection of the rising part of the breakthrough curves. These model simulations
are therefore more ambiguous. No attempts were therefore made to determine retardation
coefficients based on breakthrough data from KFIO06.

Andersson et al. [1993] also made a comparison of some parameters determined from all three
tests using the same concept of linear advective dispersive transport. The results indicate that
dispersivity decreases with increased flow velocity. Andersson et al. [1 993] also concludes that
matrix diffusion is likely to have a negligible effect based on estimates of the ratio of fracture
to matrix porosity.

The results of the two-dimensional modelling of the dipole experiment shows that it is not
possible to fit all three breakthrough curves in the pumping hole and observation holes by
applying different magnitudes and directions of the natural gradient. Only minor improvements
of the model fits was obtained. However, including an anisotropy factor (Kppax’Komin) of about
8 directed approximately along the strike of the zone, gives a very good agreement between
data and model for all three breakthrough curves. The model fits are also slightly improved
by including leakage from the lower parts of Zone 2, as indicated by independent information
such as head and electrical conductivity data.

Conclusions

The analysis of the whole sequence of interference tests and tracer tests performed both in
Phase 1 and Phase 2 of INTRAVAL shows that a relatively simple porous media advection-
dispersion model fairly well can predict average flow and transport in Zone 2. The use of the
whole sequence of tests with predictions, calibration and verification has proved to be a useful
way to obtain consistency.

The analysis of the dipole test shows that good fits and consistent parameter values are
obtained for individual observation points within the dipole flow field. Further, by including
an anisotropy factor (K,,,./K,..) of about 8 directed approximately along the strike of the
zone, gives a very good agreement between data and model. Simultaneous fits of two or three
breakthrough curves gives good fits for weakly sorbing tracers applying a linear sorption
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isotherm. Finally, the comparison of parameter values determined from the one-dimensional
analysis of three different tests shows that dispersivity decreases with increased flow velocity.
Andersson et al. [1993] suggests that this is an effect of the induced flow geometry.

2.3.2 Summary of VIT/TVO Analysis

The VTT/TVO analysis is a continuation of the work done within Phase 1 of the INTRAVAL
Project. The work within Phase 1 included predictions and comparisons with the results of
both the radially converging and the dipole experiments. Within Phase 2, also the preliminary
tracer test performed in combination with the interference test was analyzed using the same
conceptual model as for the other experiments.

Modelling Objectives

The overall objective of the VIT/TVO analysis was to obtain a model which is as realistic
as possible for description of groundwater flow and transport in rock fractures and to put the
right weights on processes affecting releases and mass fluxes. For Phase 2 a specific objective
was to investigate whether the same concept could be applied to all three experiments in
Zone 2 at Finnsjon. Based on the results, conclusions regarding groundwater flow and
transport are given together with general recommendations for future tracer tests in crystalline
rock.

Modelling Approach

A concept of non-interacting, varying aperture channels was applied also in the continuation
of the work. Water flow in a fracture is assumed to be concentrated in channels. The three-
dimensional tortuous channels can conceptually be flattened and straightened into a two-
dimensional channel network in a fracture plane. The channel network is assumed so dense
that hydraulic radial symmetry is obtained during pumping. It was also assumed that only one
or two routes through fractures and channels contribute significantly to the transport from the
injection section to the pumped borehole.

The apertures as well as the widths of the channels may vary strongly along the channel
lengths. The aperture variation is taken into account in the transit time calculations. A mean
effective width is assumed to describe the possibly varying width of each channel. For further
details see Hautojirvi & Taivassalo [1988].

The preliminary tracer test, performed in the same geometry as the radially converging
experiment was simulated using one significant route and approximately the same channels
widths as for the radially converging and dipole experiments where a channel width was fixed
to 5 cm. In the evaluation of the preliminary tracer test the channel width was treated as a
fitting parameter using fit by eye method.
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Results

The results of the transport simulations show good agreement for two of the flow paths,
KFI11-BFI02 and KFI06-BFI02 using approximately the same channel widths as for the
radially converging and dipole experiment (5 cm), 3.1 and 4.2 cm respectively. However, for
the transport between BFIO1 and BFI02 the fit is somewhat ambiguous. The fit is either good
in the rising part or in the tail depending on the channel width chosen, 6.58 cm or 1.70 cm.
Taking into account differences in the performed experiments and uncertainties in the actual
source terms the results can be considered to be essentially the same.

Hautojdrvi [1992)] also compares the two dominant transport processes in field tracer tests,
hydrodynamic dispersion and matrix diffusion. By applying simple analytical solutions to the
advection-dispersion and advection-matrix diffusion equations, respectively a relation between
flow rate, Q, and the effective diffusion coefficient, D,, was obtained. In the Finnsjon
experiments flow rates through the injection sections were found to be clearly dominated by
dispersion.

Conclusions

The modelling, using a relatively simple channel approach, has shown that all three
experiments performed in Zone 2 at Finnsjon, can be described with the same concept. Flow
is dominated by advection and the only other process needed to explain the breakthrough
curves is hydrodynamic dispersion. The high flow rates, measured from tracer dilution during
the experiments, in combination with relatively slow transport indicate large cavities in the
rock. The modelling has also shown that hydrodynamic dispersion can be described by
velocity differences in a channel together with molecular diffusion.

Hautojarvi [1993] also concludes that the transport times within Zone 2 can be predicted

reasonably well from hydraulic data e.g. by correcting the parallel plate interpretation of
hydraulic data with a factor (possibly increasing with decreasing transmissivity).

233 Summary of PNC Analysis

Modelling Objectives

The main objective of the PNC analysis was to study the effect of heterogeneity on tracer
transport. For that purpose a mathematical model was constructed which also enabled

determination of transport parameters. The validity of the model was examined by simulation
of the tracer tests performed within Zone 2 at Finnsjon.

Modelling Approach

The basic concept of the PNC analysis was to generate a hydraulic conductivity distribution
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which should reflect the heterogeneous nature of Zone 2. This was done in two different
ways. In the first analysis the hydraulic conductivity distribution was determined by a trial and
error approach based on the measured hydraulic conductivities [Hatanaka & Mukai, 1 993al].
In the second analysis the hydraulic conductivity distribution was determined using a
geostatistical approach. In this analysis single-hole hydraulic test data from all eight boreholes
in Zone 2 was utilized [Hatanaka & Mukai, 1993b]. Variograms were calculated and a
krieged hydraulic conductivity distribution was obtained. Conditional simulations were then
performed.

A porous medium, dual porosity system composed of high conductive and low conductive
zones was assumed for both analyses. In the first analysis transport was simulated using a
stream tube concept and in the second analysis a two-dimensional finite difference method was
used. In the high conductive zone, a one-dimensional advection-dispersion transport was
considered whereas a two-dimensional situation with transverse dispersion was considered for
the low-conductive zone.

The analysis was made by fitting transport parameters to the dipole experiment and then
checking the validity of the model by simulation of the radially converging tracer test.

Results

The fitting show a reasonably good agreement for all tracers except Iodide where the model
seem to be unable to reproduce the tail of the breakthrough curve. Two parameters were fitted
for the high conductive zone, advective porosity qswf, and a lumped parameter (¢d/¢w )aLf.
By assuming that the advective and dispersive porosities are the same for both low anc{ high
conductive zones a similar lumped parameter was determined for the low conductive zone.

Using these parameters breakthrough curves from the three boreholes used in the radially
converging test were simulated. The results show a reasonably good fit to the experimental
data in the early, rising part of the breakthrough curves whereas the fitting of the tail is
somewhat poorer. In order to improve the fit of the tail, a new set of parameters independent
of the dipole test were assigned, and a better fit of the tails were obtained.

Conclusions

Based on the results of their analysis the PNC team concludes that transport during both the
dipole test and the radially converging test can be explained by the porous medium, double
porosity model used. The dipole test breakthrough curves could be satisfactory explained and
the radially converging test could be reasonably well simulated. However, the Iodide
breakthrough curve could not be well simulated under the parameter constrains. The fit leads
to inconsistent parameter values.
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2.34 Summary of the PSI/NAGRA Analyses

The modelling performed by the PSI/NAGRA team differs from the other INTRAVAL
contributions by their use of tracer test data from another part of the Finnsjon site. The
analysis is based on a series of radially converging tracer tests, using both non-sorbing and
sorbing tracers performed in a minor fracture zone about 1 km south of the Brindan area
[Gustafsson & Klockars, 1981, 1984]. These tests have earlier been used as a test case for the
INTRACOIN study [SKI, 1986]. The modelling is presented in more detail by Jakob &
Hadermann [1994].

Modelling Objectives

The main objective of the PSI/NAGRA analyses was to investigate if their relatively simple
model could explain tracer transport at Finnsjon or, if not, what criteria could be found for
a rejection of the model. Specific objectives were to determine the geometrical assumptions
needed, to determine the dominant transport processes, to study the effects of varying flow
boundaries, to compare parameter values with values determined in the INTRACOIN study,
and finally to find geometrical criteria to choose a unique set of best-fit parameter values for
the non-sorbing tracer and then fix these data to determine additional transport parameter for
sorbing tracers.

Modelling Approach

The model is based on the assumption that the migration zone may be seen as a part of a
larger planar fracture with very flat hydraulic potential. The fracture is represented by a 2D-
aquifer of constant values whereas the potential corresponds to that of an unperturbed dipole
field. Tracer transport is simulated in a dual porosity system where both fracture and vein
geometries for preferential flow paths are considered. Diffusion of tracer into stagnant pore
water is also considered. Sorption of the tracer on fracture/vein surfaces and onto inner
surfaces of the rock matrix is described by Freundlich isotherms. Both linear and non-linear
isotherms are used.

Special emphasis was put on determining the uniqueness of the model fits using the
Marquardt-Levenberg method. Thus, regression parameters, their standard deviations and the
corresponding correlation was determined.

The modelling was done in a stepwise manner starting with simulations of the tracer
breakthrough for a non-sorbing tracer (Iodide). The intention was to find geometrical criteria
to choose a unique set of best-fit parameter values for the non-sorbing tracer and then fix
these data to determine additional transport parameter for the sorbing tracers (Strontium and
Cesium).
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Results

The results of a varying source term is clearly visible in the experimental breakthrough data.
The modelling performed including all available information on both upstream (source term)
and downstream boundaries has a clear influence on extracted best-fit parameter values. Jakob
& Hadermann [1994] also found that the experimental data were too rudimentary for
modelling successfully the finer details of the breakthrough curves. Matrix diffusion was found
to play a minor role as transport mechanism. The influence of one or two preferential flow
paths was found to be significant. A two path system gave much better fits to the experimental
data.

The uniqueness of the obtained transport parameters was checked by repeating the calculations
for the same breakthrough curve up to 30 times with different sets of starting values. The
resulting best-fit parameters were found not to be unique when two flow paths were
introduced. This loss of uniqueness was used as a reason for not introducing more than two
flow paths to the system.

The influence of flow path geometry was investigated by applying a vein flow geometry
instead of a fracture flow. The vein flow assumption did not yield better fits to the
experimental data and was therefore not considered to be more appropriate to use.

The results for the modelling of the Strontium breakthrough gives good fits assuming a two
path model both with and without matrix diffusion. However, including matrix diffusion
improves the regression statistics. Extracted best fit values for the effective diffusion
coefficient are in the order of 1013 m?/s. The modelling also showed that it was necessary
to account for tracer losses due to precipitation. Thermodynamic calculations supported this
assumption.

The modelling of the Cesium transport showed that it was impossible to obtain a reasonable
fit to the breakthrough curve assuming a linear sorption isotherm. Only by including non-
linear sorption, reasonable fits were obtained. The resulting Freundlich parameters were found
to be compatible with literature data.

Conclusions

Based on their analysis Jakob & Hadermann [1994] conclude that transport is clearly
dominated by advection. Matrix diffusion only has a small but non-negligible effect.

The authors also conclude that the concept of a dual porosity medium has proved to be a
versatile, efficient, and highly appropriate concept for analyzing these migration experiments.
The modelling of the Finnsjon experiments did not reach any serious limitations for the model
and no other mechanism than those already incorporated in the model, had to be advocated.
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2.3.5 Summary of the University of New Mexico Analysis
Modelling Objectives

The objective of the UNM analysis was to investigate whether a relatively simple porous
medium, single porosity model could describe the transport in Zone 2 during the radially
converging experiment. Analysis of the dipole tracer test results was performed in order to
validate the model. A double porosity model was also used for comparison.

Modelling Approach

Zone 2 and the surrounding bedrock were modelled with 2-D single porosity and double
porosity models. In the system, three vertical cross-sections were used to represent the flow
paths between each of the three injection holes (BFIO1, KFI06, KFI11) and the pumping hole
(BFI02). Thickness and hydraulic conductivity was interpreted from the individual borehole
data. In the analysis the injection wells and the pumping well were located at the boundaries.
No flow boundary was assigned to the pumping well and a Dirichlet type boundary was
assigned to the injection well. The flow velocity during the radially converging test was used
instead of head distribution and pumping rates and only transport calculations were performed.
In the single porosity model, a constant injection rate was assigned while the concentration
time history was specified in the double porosity model. About 4000 elements were used to
model the entire Zone 2 with the finite difference code TRACR3D [Travis & Birdsell, 1991].
The best fit parameters for the single porosity model were: porosity (e), longitudinal
dispersivity (o), and flow field velocity (). For the double porosity model three additional
parameters were fitted: fracture aperture (2b), constrictivity (7,.), and diffusion coefficient

D).

Results

The transport simulations using the single porosity model were performed for 8 of the total
12 tracer injections performed during the radially converging experiment. The results show
a reasonably good agreement with observed data for most of the tracers/flow paths. However,
some of the model fits are not that good and Ng & Kota [1993] indicate that the poor fits may
be due to poor recovery or a more complex flow pattern than described in the model. The
fitting procedure resulted in longitudinal dispersivities from 10.7 to 13% (o /o= 100) of the
travel distance, porosities in the range of 2-10%, and velocities within a factor of 0.3 to 4.5
of the measured velocity.

The results of the fits with the double porosity model are similar to the results using the single
porosity model. Most of the breakthrough curves can be fitted reasonably well with the
exception of Er-EDTA and Dy-EDTA where the fits are poorer. The fitting procedure
resulted in longitudinal dispersivities from 4.2 to 13 % of the travel distance, fracture apertures
around 0.01 cm, matrix porosity in the range of 6.9-15%, and constrictivity of 0.155 to 0.5.
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The ratios of matrix to fracture porosity, calculated based on the best-fit values, are in the
order of 102, which suggests that matrix diffusion is an important process at Finnsjon [Ng &
Kota, 1993]. However, no significant improvement of the fits was found in using the double
porosity model compared to the single porosity model although a slightly better fit for the tail
of the breakthrough curves was achieved.

The analysis of the dipole test was mainly carried out to validate the models used to interpret
the radially converging test. Only the single porosity model has been used. The analysis was
performed by assigning the best fit parameters determined from the radially converging test
to the upper, 5 m layer, of Zone 2 and using the dipole flow velocity and tracer injection data.
The agreement between the simulated and observed data was found to be good and Ng & Kota
[1993] finds it reasonable to say that the single porosity model is validated.

The authors also performed a sensitivity analysis of both models. In both models peak
concentrations were found to be sensitive to changes in any of the parameters. The most
sensitive parameter was found to be longitudinal dispersivity. Arrival times were found to be
sensitive only to changes in porosity and flow velocity in the single porosity model and to
longitudinal dispersivity in the double porosity model.

Conclusions

A comparison of the results of the single and double porosity models shows that both models
display reasonable agreement with the observed breakthrough curves except in the cases of
KFI11:M and KFI11:L, where neither model can reproduce the breakthrough curves. Low
recovery of these two tracers may be the reason. The two models yield similar regression
coefficients and it cannot be judged which model is best representing Zone 2. However, based
on the validation of the single porosity model using the dipole test analysis, such a model can
be used for Zone 2.

Ng & Kota [1993] also concludes that the interpreted results of the tracer tests strongly depend
on the model used. This implies that properties of the medium (e.g. porosity and longitudinal
dispersivity) calculated from the two models, are determined by the processes which are
included in a certain model. Finally, a three-dimensional analysis is suggested in order to gain
a better insight of the transport mechanisms in Zone 2.

2.3.6 Summary of Hazama Corporation Analysis

Modelling Objectives

The Hazama analysis within Phase 2 includes flow and transport analysis of the radially
converging tracer test. The objective is to address the problem using a representative

elementary volume approach which also includes description of anisotropy and spatial
variability in permeability [Kobayashi & Yamashita 1993].
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Modelling Approach

The first step in the model approach is an estimation of a representative elementary volume
on the basis of measured fracture density and an assumed fracture trace length. The fracture
frequency (1/[L]) of identified fracture sets is used to solve for the fracture density (1/ [L3)
of individual fracture sets assuming three different fracture length distributions. A measure
of the representative elementary volume (REV) is subsequently obtained through the Crack
Tensor Theory [Oda, 1986] using the geometry and properties of the fractures involved in the
analysis. The permeability tensor k;; i based on single hole data and a matrix Q which includes
fracture geometrical information is used to calculate an apparent aperture o;; i for the REV. The
variogram of the three principal components of o is calculated as is that of the mean value,
assumed to be a scalar.

In the subsequent numerical analysis of flow and transport, a finite element model of fracture
zone 2 was devised with a size of 1000x1000x100m. A central 300x300 m area is discretized
in more detail with 20x20x20 m blocks. Values of isotropic apparent aperture « are assigned
to the FEM model using conditional simulation. A total of 500 realizations were generated.
In addition a homogeneous value of Q;; was assigned to all element blocks. Prescribed head
boundary conditions are assigned to all faces of the numerical model. The pumping rate
applied in BFI02 to simulate the tracer test is 2 litres/s.

For the transport calculations a particle tracking procedure was used. As a first try, the
porosity derived from the Crack Tensor Theory was assigned to the model. This porosity is
proportional to « and the fracture length squared, and is thus also heterogeneous. A particle
is released from various test sections in BFIO1, BFI06 and KFI11 and the tracer breakthrough
curve is estimated from the ensemble of arrival times for the various realizations. The porosity
is calibrated by obtaining an agreement between measured and simulated breakthrough curves.

Results

The analysis showed that the length scale of the representative elementary volume is in the
order of 20m, hence the selection of the element size in the densely discretized area. The
transport results are presented as figures comparing measured breakthrough with simulated
results (ensemble average) for different injection points (upper (U), middle (M) and lower (L)
test section in BFIO1, KFI06 and KFI11). Because the tracer recovery losses are not explicitly
considered in the calculations, the concentration of each particle is multiplied with the
recovery rate for each injection point. The much more rapid rise in the simulated
breakthrough curves indicates that the calculated velocity field is overestimated for the whole
model domain, particularly so for the middle (M) and lower (L) regions.

Conclusions

The authors claim that although the approach to obtain the characteristics of the anisotropic,
heterogeneous media may appear complicated and troublesome, the field data have been
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processed with care. They admit that there may still be many assumptions which are still
unverified theoretically. In order to obtain better agreement between calculated and measured
breakthrough curves it is i.e. necessary to revisit the process to infer the fracture length, its
standard deviation and distribution function. It is stated that the results appear good although
the assumptions regarding the latter three parameters remain unverified.

2.3.7 Conterra/ KTH-WRE Analysis
Modelling Objectives

In most practical situations in performance assessment related studies the licensee faces the
need to extrapolate a model calibrated (and possibly validated) on a local scale to a larger and
more relevant transport scale. In their analysis the authors explore this problem and test
whether a stochastic continuum model calibrated on a local test scale also can be validated on
a larger, far-field scale [Kung et al., 1992]. The analysis is performed using a model with
physical conditions similar to those prevailing during the Finnsjon dipole test.

Modelling Approach

At first a reference transmissivity field was conceived over a 1200x1200 m area corresponding
to the upper conductive part of Zone 2. This field was constructed through conditional
parametric simulation using the turning bands method conditioned on transmissivity values
from the field centred on the high-conductive part of Zone 2 in 8 boreholes. The input data
which is based on the data from the 8 boreholes are assumed to be log-normal with a mean
Y=log,yK of -3.28 (log;o m/s) and a variance of 0.15 (log;, m/ s)? with an isotropic covarian-
ce structure with a 100m correlation length. The dipole tracer test was simulated in the
reference field under conditions similar to the actual field conditions including a prevailing
linear natural gradient of 3%. The transport simulations were performed using a particle
tracking routine assuming conservative particles and only taking advection into account. The
resulting breakthrough curves for tracer released in KFI11 and BFIO1 were considered as the
real system response of the reference field to be used for calibration. Subsequently, a far-field
tracer experiment under natural gradient conditions was simulated by releasing tracer along
the upstream boundary and monitoring of breakthrough along the downstream boundary of the
model. The results of the latter experiment are to be used for validation of extrapolation to
the far-field scale of a model calibrated on a local scale.

Following the analysis of the reference field, 100 equiprobable conditioned realizations were
generated. The ensemble mean head distribution and the ensemble mean breakthrough for the
two local scale test cases were calculated. In the subsequent calibration process only two
parameters, the porosity and effective thickness of the aquifer were considered. Yet another
calibration approach was utilized whereby a defined index of deviation was used to select the
individual realizations which best recreated the response of the local scale tracer test. For the
sake of validation the far-field results of the identified realizations were compared with the
reference case far-field response.
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Results

The results showed that the ensemble mean of the calculated hydraulic head compared well
with that calculated for the reference field. The transport calculations on a local scale showed
that the ensemble mean breakthrough curve for the tracer release in BFI0O1 compared well with
the reference case results. The corresponding results for tracer release in KFI11 was not as
good. In this case the reference case results are not even contained within the one standard
deviation envelope. The calibration based on physical parameters showed that a porosity
n=0.025 and an effective thickness of »=0.5m are to be used. The alternative calibration
based on the index of deviation showed that three realizations best recapture the characteristics
of the reference case. The results based on these realizations were compared with the
corresponding results based on the reference field. It was found that none of the three
realizations gave transport results similar to the reference case results. This was attributed to
the fact that there are not enough conditioning points on the far-field scale to recapture the
characteristics of the far-field reference case transport response.

Conclusions

The results showed that calibration of the model on a local scale, using the two outlined
methods, is insufficient to also validate the model on another larger transport scale.
Calibration is better performed using statistical approaches rather than in a deterministic way.
Calibration and validation of stochastic continuum models still remain biased through
subjectivity, but the work performed by Luis & McLaughlin [1991] and Ababou et al. [1992]
may provide means to make the calibration process less subjective.

2.3.8 BRGM/ANDRA Analysis
Modelling Objectives

The BRGM/ANDRA analysis has focused on the interference tests and the subsequent
converging tracer test. The objectives of the analysis of the interference tests are a) to take
boundary effects into account when interpreting the tests in Zone 2 using analytical
techniques, b) to take the multilayering of Zone 2 into account using an axi-symmetrical finite
difference model, and c) to simulate the interference tests in three dimensions. The objective
of the analysis of the converging tracer test are a) to interpret the breakthrough of tracers
injected in the upper sections of BFIO1, KFI06 and KFI11 using a) an analytical technique,
and b) numerical modelling of the solute transport with a 3D particle tracking model.

Modelling Approach
In the analytical approach which addresses the effects of hydraulic boundaries, a Theis scheme

accounting for boundaries was utilized [Schwartz et al, 1993]. Each of the pumping tests was
considered separately. A hydraulic boundary (prescribed constant head or no-flow boundary)
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was considered at a specified distance D from the line joining the pump- and observation
sections considered. Calibration of transmissivity T, storativity S and distance D was carried
out. The axi-symmetrical finite difference approach, which also incorporates boundary effects
through "virtual” image theory, allows a simultaneous calibration of the three measurement
sections for a given borehole under the assumption that the upper and lower layers have the
same hydrodynamic parameters.

The numerical study in three dimensions employs a porous medium finite difference model
MARTHE [Thiery, 1990] which takes the actual Zone 2 geometry and acting boundary
conditions into account [Schwarez et al., 1993]. The model has a parallelogram shape with a
base length of 2500m and a height of 1200 m corresponding to the model geometry employed
by SKB [Andersson et al., 1989]. The model consists of 5 layers, representing subzones 1 and
2, the intermediate low-permeable zone, and subzones 3 and 4, respectively. The calibration
was carried out on test no. 1 and 2 using an automatic procedure. The calibrated parameter
field was validated using the calibrated field to simulate and estimate the corresponding
drawdowns during tests no. 3A and 3B.

The analytical approach on the converging tracer test was made using a code CATTI which
includes a solution which incorporates bidimensional flow and is valid for a pulse injection
in a 2D converging flow field. The premises for the numerical analysis of the converging tests
were the hydraulic conductivity and specific storage fields calibrated/validated using the
interference tests. The transport simulations were made assuming continuous injection at
constant rate. The calibration process was limited to a few parameters to ensure their
representativity. Hence, the longitudinal and transverse dispersivities o; and oy were assumed
homogeneous for the whole model domain and the assigned porosities were assumed
homogeneous for each simulated (test) section.

Results

The results of the analytical analysis incorporating hydraulic boundaries show a good
agreement between the 7 and S values obtained and those presented by SKB [Andersson et al.,
1989]. The axi-symmetric finite difference analysis yielded hydrodynamic parameters in the
three layers which were consistent between boreholes, and were also in accord with those
obtained through the analytical approach. The results of the three-dimensional numerical
analysis showed a good fit between measured and calculated drawdown during the complete
test sequence for test sections in KFI05, KFI06, KFI09 and KFI10. The results of the
analytical analysis of the converging test in the upper section provided first estimates of
porosity n ranging from 1x10™ to 3x10™ depending on the tracer analyzed. The estimated
longitudinal dispersivities c; range between 15 to 30 m. The analysis of the low recovery of
tracers injected into the low-permeable central section showed that the phenomenon could not
be fully explained by alteration of dispersion coefficient or porosity. The authors agree with
[Gustafsson et al., 1990] in that chemical processes, irreversible interactions and clogging
and/or the influence of the natural gradient may be the cause of the observed effect. The
analysis of the four tracers injected in the upper section yielded the "best" values of the
transport parameters through a fitting and reduction of error procedure for all tracers
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concerned; dispersivities oy = 10 m, ay = 0.25 m and porosities 7 assigned to the various
test sections which vary between 2x107 and 3x10™.

Conclusions

Using a hydraulic conductivity and storativity distribution equal to that employed by SKB and
further calibration and optimization of the same parameters within the Brindan block using
a three-dimensional finite difference model showed that variations in drawdown could be well
simulated in KFI05, KFI06, KFI09 and KFI10 during the complete interference test sequence.
The equivalent parameters were in accord with those presented by SKB. The analysis of the
tracer test shows that it is possible to simulate the behaviour of the four tracers injected in the
upper section. Chemical reactions, i.a. irreversible interactions, chemical clogging in the
injection sections are possible explanations for the low tracer recovery observed in the middle
test section.

2.3.9 UPV/ENRESA Analysis
Modelling Objectives

An assumption of multiGaussianity inherently leads to a low degree of continuity in extreme
values. The absence of continuous paths of extreme values of hydraulic conductivity will have
a retarding effect on calculated travel times. Underestimation in travel times may lead to
decision-making based on inconservative results in performance assessment studies of
radionuclide release from a deep geological repository. This fact, and the fact that the
multiGaussian model in most cases is selected simply because the supporting data are
univariate Gaussian has formed the rationale for the study in which the impact of low
continuity of extreme values on travel times is demonstrated by applying two stochastic
models, a multiGaussian and a non-multi-Gaussian (the latter displaying high connectivity in
extreme values) to a site similar to Finnsjon.

It is shown that for a given univariate Gaussian histogram for Y=Ilog;oK and a covariance
Cy(h) there exist an infinity of combinations of indicator covariances that may yield a given
Y-covariance, of ‘which one set of combinations corresponds to a multi-Gaussian model (% is
the separation distance). Thus there exist other possible models which can reproduce the Y-
covariance. The alternative model used in this study allows significant correlation ranges for
indicator covariance corresponding to extreme values. This property is not possible to obtain
for a multiGaussian model.

Modelling Approach
The area modelled with the two models is a vertical section through the Finnsjon site which

features Zone 1, Zone 2 and the rock mass. The domain is 1000x1000m discretized into
50x50 cells of size 20x20m. The fracture zones are treated deterministically with constant
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hydraulic conductivities of 104> and 105 m/s, respectively. The applied boundary
conditions will force groundwater to discharge at the outcrop of fracture zone 1. The hydraulic
conductivity of the rock mass is modelled as a random function. The two models applied are
univariate Gaussian with a mean log;(K'=Y= -8.0 (log;, m/s) and a variance equal to 1 (logq
m/s)? and the same anisotropic covariance Cy(h). However the two models differ in their
indicator covariances which have been defined for 9 thresholds. The horizontal continuity in
the indicator variable for the last (90%) decile of the non-multiGaussian model is high which
cannot be reproduced by a multiGaussian model.

Stochastic travel time analysis for particles released from an idealized repository to the surface
via fracture zone 1 was performed. Using the two models 200 unconditional realizations of
Y were generated. Subsequently the two fracture zones were superimposed with constant
geometry and material properties. Sequential simulation [Journel, 1989] was used to generate
realizations of rock mass conductivity. In the case of the multiGaussian model, GCOSIM3D
[Gomez-Herndndez, 1991] was used and in the case of the non-multiGaussian model, ISIM3D
[Gomez-Herndndez & Srivastava, 1990] was used. Subsequently groundwater flow and
advective transport were simulated in the 200 realizations of each set, producing in each case
200 breakthrough curves of particle arrival at the outcrop of fracture zone 1 following release
of particles from a conceived repository area below Zone 2.

Results

The calculated breakthrough curves were used to construct bivariate cumulative probability
distribution functions for arrival time and mass concentration, which enable assessment of the
uncertainty in these two parameters. The results, for a given probability, show that the non-
multiGaussian model gives higher concentrations in shorter time than that of the multiGaussian
model. This implies that if a site is considered safe on the basis of uncertainty analysis using
a multiGaussian model it may be labelled unsafe if the analysis is carried out using a non-
multiGaussian model.

Conclusions

In stochastic continuum modelling of flow and solute transport, the multi-Gaussian model is
often chosen on the sole basis of the parsimony principle as the simplest model that can be
described by a mean and a covariance. An alternative, non-multiGaussian, model is presented.
This model, with the same Gaussian histogram and covariance as the multiGaussian model
shows a high continuity in extreme values. This fact renders the non-multiGaussian model to
exhibit faster radionuclide transport than the multiGaussian model. The results show that
probabilities of exceedence for small concentrations at given times is significantly higher for
the non-multiGaussian model than for the multiGaussian model. Thus, the multiGaussian
model is not a conservative model for nuclear waste disposal safety assessment.
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Before selecting a multiGaussian model it is important to check not only that the data are
univariate Gaussian, but also whether they are bivariate Gaussian. The selection of the
multiGaussian model should at any rate not be solely made on the basis of the parsimony
principle.

24 Comparative Discussion
24.1 General

The INTRAVAL Phase 2 analysis of the Finnsjon tracer experiments features results from
nine different modelling teams using a variety of different approaches. Phase 1 constituted a
first contact for the participating teams with the Finnsjon test data and some of these teams
have continued their analysis during Phase 2. The Phase 2 results offer explicit attempts to
validation of the set up models. A general observation is also that the dimensionality of some
of the applications is three-dimensional and in addition stochastic approaches are employed,
all of which are new ingredients compared to Phase 1.

Below some aspects of the approaches employed during the Phase 2 analysis of the Finnsjon
tracer experiments are discussed and compared in more detail. These are; a) conceptual
approaches employed, b) processes studied, c) scale of application, and d) the validation
aspects of the studied problem.

24.2 Conceptual Approaches

The conceptual models applied by the modelling teams are also in Phase 2 of INTRAVAL
focused on porous media approaches, c.f. Table 2.1.1. In Phase 1, five of the seven teams
used porous media approaches while in Phase 2 seven of the nine teams used this concept. The
two exceptions, in the latter case, are the VIT team, which uses a network of channels where
transport is assumed to take place in a few non-interacting channels, and the Hazama team
which uses a concept based on a representative elementary volume (REV) obtained through
the Crack Tensor Theory.

Some of the teams have also compared different conceptual approaches. The PNC team uses
two different ways to determine the hydraulic conductivity distribution and uses both one-
dimensional stream tube and two-dimensional finite difference methods to analyze transport.
The UPV team compares two stochastical models, Gaussian/non-Gaussian, and the PSI team
applies both fracture and vein flow models. The U. of New Mexico team compares single-
versus double porosity models. Some of the teams use the comparison to conclude which
conceptual approach that gives the best correspondence to the experimental data and which
of the models to be, at least partly, rejected.

The models used are mainly two-dimensional which is an obvious assumption given the two-
dimensional character of flow in Zone 2. Some teams use one-dimensional transport concepts
and two teams use three-dimensional approaches. If all tracer tests are to be considered, a
three-dimensional model may be needed, especially if the large scale head responses are to
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be incorporated. Experimental evidence of vertical interconnections between different subzones
and leakage from the bedrock below the zone also speaks in favour of a three-dimensional
approach. However, the relatively simple one-dimensional approaches may also be useful in
some cases, like the radially converging test, where variations in source terms and effects of
multiple flow paths and matrix diffusion are easily addressed. The dimensionality of the model
does not seem to be decisive for the ability to reproduce the field responses at Finnsjon.

A major difference compared to Phase 1 is that geostatistical approaches have been
introduced. In Phase 2 three modelling teams, Conterra/KTH-WRE, UPV, and Hazama, have
used geostatistical methods to obtain transmissivity or aperture distributions for stochastic
travel time analysis. Also the PNC team has initiated a geostatistical analysis of the Finnsjon
data. These teams have demonstrated that stochastic approaches may be used within the
context of a validation process, although the question remains how to formally validate a
stochastic continuum model.

2.4.3 Processes Studied

In the Phase 1 analysis many of the teams studied several processes, trying to separate
between them. However, one of the conclusions from Phase 1 was that the tracer experiments
at Finnsjén may not be designed to discriminate between processes [T sang & Neuman
(editors), 1992]. The results were also somewhat ambiguous where e.g. matrix diffusion was
considered to be important by one team while other teams considered it to have none or
negligible effect.

In the Phase 2 analysis only four of the nine teams include more than one process, c.f.
Table 2.1.1. The GEOSIGMA and PSI teams are the only teams which consider sorption. The
reason for this is probably that there are no independent laboratory or field data for the weakly
sorbing tracers used in the dipole test. It should also be noted that the PSI team uses a
different data set from Finnsjon, previously used in INTRACOIN [SKI, 1986], specially
addressing sorption processes. The PSI team conclude that sorption parameters determined
from these tests agree well with literature data.

The PSI team also made an analysis of the effect of matrix diffusion and came to the
conclusion that matrix diffusion has a small but not negligible effect. The U. of New Mexico
team also compares a single and a double porosity model and finds that very similar results
are obtained and that no definite conclusion regarding matrix diffusion can be drawn although
they claim that matrix diffusion is an important process at Finnsjon based on the ratio of
fracture to matrix porosity. The GEOSIGMA team draw the opposite conclusion based on the
same ratio and therefore they did not consider matrix diffusion at all in their analysis.

In the stochastic continuum approaches, transport is treated as purely advective and these
models were designed for other purposes than process discrimination.

The general conclusion drawn by all teams is that flow and transport in Zone 2 is governed
by advection and that hydrodynamic dispersion also is needed to explain the breakthrough
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curves. The question whether matrix diffusion is important in these experiments or not, still
remains open, although most teams agree that matrix diffusion has no, or very small, effect
given the high induced velocities and low ratio of fracture to matrix porosity.

2.44 Scale of Application

The tracer tests performed at Finnsjon have been conducted in a well-defined borehole array.
Thus the experiment scale is also well defined, being on the order of 200x200 m. During
Phase 1 mostly analytical tools where employed thus focusing in specifically on the
experimental scale. During Phase 2, however, numerical applications dominate and the scale
considered is in some instances on the order of 1000x1000m, c.f. Table 2.4.1. This is
particularly true for the two stochastic continuum applications which both address transport
phenomena on scales larger than the actual experiment scale. Taking scale alone into consider-
ation, the results of most modelling teams can be directly compared.

2.4.5 Validation Aspects

The classical approach to model validation in hydrogeology is calibration of a set of model
parameters against a given experiment geometry in a given geological domain for a specific
stress of the system. The validation constitutes prediction of model behaviour for another
experiment condition (altered stress and/or geometry) in the same geological domain and
comparison with field data.

During Phase 1, only three out of seven modelling teams (EdM, GEOSIGMA (formerly
SGAB) and JAERI) formally addressed this classical type of validation by first calibrating
their model with the radially converging test and subsequently predicting the dipole test [Tsang
& Neuman (editors), 1992]. The EdM team used a multiple channel model and explicitly
addressed validation and claimed proper process and parameter identification but
acknowledged poor representation of horizontal heterogeneity. The JAERI team did not
explicitly address validation but utilized the parameter set obtained from the calibration of the
radially converging test to predict the dipole test. GEOSIGMA was the responsible field
organization which conducted and interpreted the field tests conducted at Finnsjon. The
GEOSIGMA team in succession used the collected field data to enhance their descriptive
models, used that information to predict the subsequent tracer test, and finally attempted and
succeeded well to predict the dipole test response.

During Phase 2, various validation aspects have been considered, c.f. Table 2.4.1. Five
groups address the classical approach to validation, whereas two groups utilizing the stochastic
continuum approach address other validation aspects.

The modelling teams from GEOSIGMA and VTT address parameter consistency between all
three tracer tests performed at Finnsjén (including the preliminary tracer test during interfer-
ence testing). The results show that the average transport behaviour can be acceptably
described with one single set of transport parameters. However, for a detailed understanding
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of individual transport routes, transport parameters need to be adjusted for different flow
geometries. The PNC team utilizes a porous medium, double porosity model to calibrate the
transport parameters to the dipole tracer test. The validity of the model was subsequently
checked by simulating the radially converging test. The results showed good predictive
capability for early times whereas tails in the breakthrough curves are poorly represented. The
alternate sequence used by the PNC team, in that they start out with the dipole test in their
analysis, may have helped to get a better understanding of the heterogeneity between BFIO1
and BFIO2. The BRGM team uses the classical approach and succeeds in predicting later
interference test results based on calibrations of early interference tests. The U. of New
Mexico team uses a single/double porosity 2D model (in vertical sections) to predict the
converging test and checks the validity of their model/-s by simulating the dipole test. They
conclude that a reasonable agreement between measured and simulated breakthrough is
obtained.

The Conterra/KTH-WRE team addresses a performance assessment issue, that of extrapolation
of transport models calibrated on a small scale to larger transport scales. Using an exhaustive
reference transmissivity field and the stochastic continuum approach they show that a model
calibrated on an experimental scale is not validated on a far-field scale when being subjected
to extrapolation and simulation of a far-field natural gradient test. The reason being that the
local scale conditioning data do not suffice also to describe far-field scale heterogeneity.

With the more and more frequent use of stochastic continuum models the UPV team raises
an important issue relating to the inherent choice of statistical model when generating
hydraulic conductivity/transmissivity fields. The UPV work shows that when, and if, the
multiGaussian model is used this should be preceded by a check whether the data also are
bivariate Gaussian and with the understanding that the multiGaussian approach intrinsically
suppresses connectivity of extreme values. The latter is of paramount interest from a
performance assessment perspective since an unwarranted use of the multiGaussian model may
transform an "unsafe” site to a "safe" one.

In summary the approaches on model validation are versatile and focus in on other issues than

the classical validation issue, which may be equally important in improving our predictive
capability of solute transport phenomena in crystalline rock.
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Table 2.4.1.

Phase 2 analysis of tracer tests at Finnsjon. Scale of problem and validation
aspect of problem studied.

Modelling team

Scale of problem

Validation aspects of problem

Hazama Corp.,
Japan

Conterra/KTH-WRE
(SKB), Sweden

BRGM/ANDRA,
France

GEOSIGMA,
Sweden

VTT (TVO),
Finland

PNC, Japan

UPV (ENRESA),
Spain

PSI (NAGRA),
Switzerland

U. of New Mexico,
U.S.A.

1000x1000x100m (far-field)

300x300x100m (local scale)

20x20x20m discr.

1200x1200m (far-field)
200x200m (local scale)
20x20m discr.

2500x1200x100m
parameters.

2500x1500m (far-field)
500x500m (local scale)
10x10m discr.

< 200m

< 200m

1000x1000m

20x20m discr.
~ 30m

~ 200x200m

Use of REV concept in analysis of flow and
transport in fractured rock.

Extrapolation of a model, calibrated on a
local scale to a larger far-field scale.

Consistency in evaluated flow and transport

Same conceptual model used for all analyzed
tracer tests. Check whether it is possible to
simulate tracer test results in various
geometries with the same transport

Same conceptual model possible to explain
all tracer test results.

Calibrated dipole model tested by simulating
the radially converging tracer test.

Is use of a Gaussian model a conservative
choice!?

Consistency in evaluated transport parameters.
Comparison between laboratory test results
with field test results in granitic rocks
performed at different sites and in various
geometries.

Model(-s) calibrated using the radially
converging tracer test are tested by simulating
the dipole tracer test.
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3 Stripa Test Case

This report summarizes the modelling and model validation programmes performed on the
Stripa 3D data as part of the INTRAVAL project. The three-dimensional tracer test
experiment performed in the Stripa mine in Sweden was part of INTRAVAL phase 1. A
summary of the works of the project teams who analyzed the available data has already been
presented. In addition to the 3D experiment data from two other experimental programmes
performed in the Stripa mine were also available during INTRAVAL phase 2: the "Site
characterization and Validation Programme (SCV)" and the "Channelling Experiment". At the
time of the writing of this review, results concerning the modelling of these two experiments
have not be presented as part of INTRAVAL.

Four project teams were involved as part of INTRAVAL phase 1 :

- KTH1/SKB?

- LBL3/USDOE*

- KTHI/SKP

- INTERA®/AEA7/NIREX®

The contribution of these project teams is reviewed by Hodgkinson and Grindrod [1991].
Two other project teams have analyzed the Stripa 3D data as part of INTRAVAL phase II :

- VTT%/TVO!
- BRGM!Y/ITASCA!2/ANDRAI3

The current review includes the models used and the results obtained by the six project teams.
The Stripa 3D experimental set-up, the available data and the main purposes of this
experiment are outlined in section 3.1. These points were extensively documented by the
KTH/SKB project team and full details are available in Abelin et al. [1987]. Section 3.2
presents the alternative models used by each group and the relevant parameters. In sections
3.3 and 3.4 the data processing and calibration strategies are reviewed. Section 3.5 gives
details of the results and parameter estimations, whilst in section 3.6 we present a summary
of the results and of what was learnt.

IKTH ; Royal Institute of Technology, Sweden 8NIREX ; UK Nirex Ltd, UK

2SKB ; Swedish Nuclear Fuel and Waste Management Co, VTT ; Technical Research Centre of Finland, Finland
Sweden

3LBL ; Lawrence Berkeley Laboratory, USA 10TV O ; Industrial Power Company Ltd, Finland
4USDOE ; US Department of Energy, USA 1IBRGM ; BRGM/4S, France

3SKI ; Swedish Nuclear Power Inspectorate I2ITASCA ; Itasca Consultants S.A., France
SINTERA ; Intera Information Technologies Ltd UK I3BANDRA ; French Agency for Nuclear Waste

Management, France
TAEA ; AEA Technology, Harwell Laboratory, UK
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3.1 The Stripa 3D experiment
3.1.1 Experimental set-up

The Stripa mine is a disused iron mine adjacent to a body of granite. The main experimental
activities were performed within the granite body at the 360 m level. An experimental drift
was excavated, starting about 100 m from the nearest drifts and extending 75 m due to north,
into the undisturbed granite. The test site consists of a 75 m long main drift and a crossing
arm 25 m in length.

The whole ceiling and the upper part of the walls were covered with around 375 plastic sheets
(about 2 m? each) which were used to collect the water seeping in from the rock.

Three vertical boreholes for injections of tracers were drilled upwards with lengths of 70 m.
From these boreholes, nine different conservative tracers were injected into nine 2.5 m long
separate sections located between 10 and 56 m above the test site. The tracers were
continuously injected for more than 20 months with a "constant" overpressure, less than 10 %
above the natural pressure. Water entering the test site was sampled for tracers during the
time of injection and an additional 6 months after the end of injection. Water samples were
taken every 16 hours from all sampling areas with a high enough water flow rate. Figure 3.1
shows the lay-out of the experiment.

The injection flow rates varied during the time of the experiment. The decrease in the
injection flow rate at the start of injection was not only caused by the natural pressure build-
up, but also due to the closing of an adjacent borehole N1 some 100 m distant. If the injection
flow rate decreased below a certain level, the injection pressure was increased to get an
acceptable mass inflow rate of tracers.

3.1.2 Field results - Available data

The available data from the 3D experiment were such as:

- Daily logs, rock characteristics and fracture data, water chemistry, hydrostatic pressures,
water flow rates, injection pressures and injection flow rates, tracer concentration in water
to test site.

Some of the main field observations are outlined below.

Fracture mapping

About 100 major fractures were mapped in the test site, excluding the floor. For each of the
mapped fractures in the drift the following features have been noted: location and extension,
direction and dip, infilling and coating materials, surface characterization, and signs of water
flow.
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Water flow rates in the drift

The total water inflow to the covered area of the site was about 0.7 I/h. Of the 375 sampling
sheets 145 yielded measurable amounts of water, with 50 % of the total inflow coming from
approximately 3 % of the covered area. The wettest sheet carried about 10 % of the total
inflow. The water inflow rate distribution from the rock (prior to the drilling of the three
injection holes) was monitored for 6 weeks. Water inflow was concentrated within a few
zones, with large dry areas in between (Figure 3.2). Areas with a higher number of fracture
intersections were found to have higher water flow rates.

Tracer occurrence in the drift

Only five of the nine tracers were found in significant concentrations in the different plastic
collection sheets during the first 30 months of the experiment. These were Eosin B, EosinY,
Uranine, Elbenyl and Iodide. Figure 3.3 shows the parts of the test site to which the different
tracers have migrated. It can be seen in Figure 3.3 that tracers from 6 of the 9 injection zones
have emerged into the test site. During the last period of reduced sampling a seventh tracer
was found which is illustrated with dashed lines. This occurrence might be due to the
preparations for Stripa project phase III.

No tracers were found in the right part of the arm, which is the area with the highest water
inflow rates. The right arm is also closest to the injection zones in hole III, but the tracers
injected at these zones emerged at the central part of the main drift.

Figure 3.4 shows the locations where the individual tracers emerged. Only those sampling
areas with high water flow rates, i.e. connected to fractional collectors, are included in the
figure. All tracers emerge in the central part of the main drift over a length of 35 m. Note that
one tracer, Eosin Y, has been found in an another drift 150 m distant.

3.1.3 Aims

The Stripa 3D experiment provides a good opportunity to examine tracer transport through
a three dimensional block of granite containing a drift and various boreholes. The development
of the plastic sheeting technique allowed a detailed monitoring of the water flowrate and tracer
path distribution so that the interpretation of both temporal and spatial variations constitutes
a major challenge for the modelling project teams.

The main purposes of the 3D experiment and its analysis can be summarized as follow:

a) Develop techniques for large tracer experiments in low permeability fractured rock.

b) Determine flow porosity and longitudinal and transverse dispersion.

c) Obtain information on channelling.

d) Obtain data and other information for:

e) Validation and/or modification of models.

Points b), c) and e) were the first aims of the project teams who have analyzed the Stripa 3D
data.
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3.2 Models used by each group and relevant parameters

3.2.1 Introduction

The concept of "channelling" has been particularly studied during the last 10 years. Until the
Stripa 3D experiment several observations were made indicating that flow is not uniform
inside the fracture planes: see for example, Neretnieks et al. [1982] who performed a series
of tracer tests in a core with natural fractures, Abelin et al. [1985] who observed water flow
in three fractures intersecting drifts as part of the Stripa 2D experiment, Gentier [1986] who
studied the hydromechanical behaviour of a single fracture under normal stress. Since the
Stripa 3D experiment, observations that flow and solute transport are strongly channelled
globally as well as in the fracture planes have led to the development of the channelling
concept and relevant models: see for example Bourke [1987], Neretnieks [1987], T: sang and
Tsang [1987], Billaux and Long [1988], Cacas et al. [1990 a,b].

Furthermore two others experiments performed on the Stripa site, Channelling Experiment and
Site characterization and Validation (SCV), also confirmed the fact that the transport of solute
in fractured rocks is dominated by a few pathways (see [Abelin et al., 1990, [Birgersson et
al., 1992)).

According to these observations, most of the groups who analyzed the Stripa 3D data used
models which take channelling into account, in one way or another. The word "channelling"
implies here that there exists a scale at which flow is considered as one-dimensional. Such
models can be described by two types of characteristics called single channel properties and
channel arrangements.

Assuming that the flow regime in the channel is known, single channel properties define the
type of transport processes which are incorporated into the channel : advection only, advection
- dispersion (with or without retardation), advection-dispersion - matrix diffusion.

Channel arrangement defines the assumptions about geometry which are incorporated into the
model : one channel, several discrete parallel channels, a "large" number of parallel channels,
a network of interconnected channels. The last type of arrangement assumes that the flow is
not purely one - dimensional at the scale of the rock mass under study, and that network
connectivity effects are important in order to reproduce the behaviour of the system.

One group, INTERA/AEA/NIREX project team, did not assume a priori what the dimension
of flow is at any scale, and in fact considered this dimension as being the main unknown of
the system, using a fractal approach.

The parameters describing each of the transport models that were used are reviewed below.
The governing transport equations describing single channel properties are presented by order
of increasing number of parameters required. The different models of channel arrangement
are presented in order of increasing complexity. Concerning the last model type, i-e network
of interconnected channels, the initial parameters required for using it towards a mass
transport simulation are also reviewed.
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3.2.2 Single channel properties
Advection only

This model describes the tracer movement trough a channel with negligible longitudinal
dispersion. The governing equation is:

¢ _ _,oC G.1)
ot ox

where v is the advective fluid velocity [LT™!] and C is the tracer concentration [ML?3] as a
function of the spatial coordinate, x, and time, f.

Only one parameter is therefore required to describe the physics, given the channel geometry.
The usual form for this parameter is the water residence time, #,, = x/v. This model type was
used by two project teams who both assumed that dispersion in the direction of flow is only
caused by channelling:

- The KTH/SKB used this model as part of the "advection - channelling”" model (large
number of parallel channels, see sub-section to section 3.2.3).

- The KTH/SKI used this model as part of transport calculations performed with the
DISCFRAC code [Dverstorp et al., 1992] in which equation (3.1) is solved in each channel
using the particle-tracking algorithm.

Advection-dispersion

This model describes the hydrodispersive transport of tracer through a channel (when the
volumetric flux remains constant in time and space). The governing equation is:

2
RGC - D a“C acC (3.2)

_ eV
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where v and C have been previously defined, D; is the dispersion coefficient [L2T'], and R
(dimensionless) is generally called the retardation factor due to sorption and accounts for the
interaction between the tracer and the solid material (R = I corresponds to the zero
retardation scenario).

For a surface reaction:

R

R,=1+K,-a, 3.3)
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where K, is the surface equilibrium constant [L3L"2] which assumes that the surface reaction
is linear, entirely reversible and instantaneous. a,, is the specific surface area per volume of
mobile water [L2L"3].

Rewriting (3.2) in dimensionless form shows that only two parameters are needed to fully
define the solution:

- The water residence time : t,,

- The dimensionless Peclet number : Pe

Pe=xv/D; =2 (3.4)
o

where o is known as the intrinsic dispersion coefficient or dispersivity (L), x is the length in
flow direction (over which the transport model is used).

Most project teams used the advection-dispersion model at some point:

- the KTH/SKB team used it as part of the "single channel arrangement" (sub-section to
section 3.2.3)

- the LBL/USDOE team used an advection-diffusion model with governing equation identical
to (3.2), and R = 1. D; was defined by the team as a channel longitudinal dispersion
coefficient which arises from the slightly different velocities of the various flow paths that
compose the channel, and Taylor dispersion was neglected [Tsang et al., 1991].

- The KTH/SKI team fitted the advection-dispersion model to the cumulative breakthrough
curves resulting from transport calculation performed with the discrete model DISCFRAC.

- The BRGM/ITASCA/ANDRA team used the advection-dispersion model in two ways :
a) firstly as part of transport calculations performed with the TRIPAR code which is a part
of the CHANNET (previously named FETICHE) programs chain [Guérin and Billaux,
1993]. Equation (3.2), with R=1, is solved for each channel using the particle tracking
algorithm (or the particle following one when the Peclet number in each channel is high,
Pe > 100). Simulated breakthrough curves were then calibrated on the experimental data;
b) secondly by fitting the advection-dispersion model to these calibrated breakthrough
curves.

A common analytical solution of (3.2) [Lapidus and Amundsen, 1952] was used by three
teams (KTH/SKB, KTH/SKI and BRGM/ITASCA/ANDRA):
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where tp = t/R, t,. (3.5) is valid for: C(x, 0) = 0, C(0, t) = C,, C(o, t) = 0.

Adbvection-dispersion - matrix diffusion

This model is similar to the advection-dispersion except that the possibility for the dissolved
species to diffuse from the fracture into the surrounding porous matrix (and vice versa) is
incorporated. Thus equation (3.2) becomes :

2 3*C
R, % -p, %€, 4 p» (3.6)
at ax? dx dz?
x=20,t>0

where C, v, D;, a,, and R, have been previously defined. D, is called the effective diffusivity
of the tracer into the matrix [L2T"!], and Cp is the solute concentration in the pore water in
the matrix.

A further partial differential equation is required to describe the linear diffusion of the species
into the rock matrix.

C., D, 9
f__’i=_"acp,x >0,z =0, =0 (3.7
ot K ox2

(3.6) and (3.7) are coupled by the condition that the concentration in the fracture water is
equal to that in the matrix pores at the fracture surface.

Here K is the sorption coefficient and includes the capacity of micropore water to hold
nuclide:

K=¢,+(1-¢)K;p (3.8)

where &p is the rock matrix porosity, K is the sorption coefficient per mass of rock minerals
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[L3M1], p is the rock density [ML3]. The product K, p represents the sorption capacity of
the solid minerals which constitute the rock [Neretnieks, 1980].

Several analytical solutions are available for various boundary conditions (see for example
Tang et al, [1981], for the case when there initially is no solute in the system and when at
time zero a constant concentration of the solute is input).

- The KTH/SKB used this model, neglecting sorption, as part of the single-channel
arrangement. Compared to the advection-dispersion model, one extra parameter in
required, the A parameter defined by :

5
A= o (3.9)
2(De'3p)1/2

where § is the channel aperture [L].

3.2.3 Channel arrangement
Single channel
For this arrangement, single channel parameters are obviously the only ones needed.

- The KTH/SKB project team used this model in directly fitting the theoretical curves given
by the appropriate analytical solutions to the experimental breakthrough curves. Two single
channel properties were compared, advection-dispersion and advection-dispersion matrix
diffusion.

- The KTH/SKI project team also used the single channel arrangement in comparing the
theoretical solution (3.5) with the synthetic breakthrough curves generated from the discrete
model.

- The BRGM/ITASCA/ANDRA project team used this arrangement to analyze, with the
theoretical solution (3.5), the breakthrough curves generated from the discrete model and
fitted to the experimental results.

Using the single channel arrangement assumes that the different pathways taken by a tracer
from its injection zone to a given observation sheet in the drift can be represented by an
equivalent channel with properties representative of the medium.

As the corresponding analytical solutions are one-dimensional, it is furthermore assumed that

the transverse dispersion caused by the fracture network and the heterogeneity of the velocity
field is negligible.
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Several discrete parallel channels

In this case, differing single channel parameters are explicitly assigned to a small number of
tortuous one-dimensional channels. These channels do not interact with each other. Each
channel possesses its own hydraulic conductivity controlled by constrictions along its length
and has variable apertures along its length. Such channels are not pipes, but rather arise
naturally as paths of low resistance through fracture planes, which themselves have widely
ranging and variable apertures:

- The LBL/USDOE project team used this arrangement coupled with the advection-dispersion
model. The implicit and crucial assumption was that the travel distances corresponded to
only a few fractures spacings so that a full three-dimensional network effect could be
ignored and the transport was dominated by a few variable aperture channels.

"Large number" of parallel channels

This arrangement also called "channelling model" [Abelin et al, 1987, 1991] is based on the
assumption that all channels conduct the flow from the inlet to outlet without mixing between
channels on the way. Thus, such an arrangement is close to the one previously presented. At
the outlet, the fluid from all channels is instantaneously mixed.

The KTH/SKB project team used this arrangement assuming that dispersion in the direction
of flow is only caused by channelling, so that the "advection only" single channel property
is applied. A further assumption is that channel properties obey some probability distribution
function. Here the channel apertures have a lognormal distribution. Using the usual cubic law
leads to the flow rate through each channel.

Let Q the water flow rate in one channel [L3T1] and f(Q) the density distribution of the
channel flow rates, the mean flow rate Q is obtained from:

oo

0 - l 0f(Q)dQ

The tracer outflow concentration a time ¢ of the mixed effluent from all the channels is then
of the form :

oo

1
C) = = | F(DC(,2)QdQ
o]

Note that in each channel the solute transport C(t, Q) could be modelled by any of the models
describing the single channel properties. As the KTH/SKB project team used advection only,
two free parameters are required: the usual water residence time (f,) and the standard
deviation of the lognormal distribution for channel aperture (o).
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Channel Network

The Channel Network assumes that the solute transport takes place in a three-dimensional
network of interconnected one-dimensional channels. The specification of a channel network
requires much more geometric information than the other channel arrangements. Also, because
the flow geometry in such a model is complex, transport cannot be apprehended directly and
the flow must be solved first.

An assumption common to most channel network models is that the channels are located
within planar fractures. The two project teams (KTH/SKI, BRGM/ITASCA/ANDRA) who
used the channel network concept have taken the assumption of disc-shaped fractures. Other
options are available to simulate the shape of the fractures (see for example, [Dershowitz et
al., 1985], [Grindrod et al., 1991]) and the flow in the fracture planes (see for example
[Nordgvist et al., 1992), [Herbert and Lanyon, 1992]).

The geometrical parameters can then be separated into disc network geometry, and channel
arrangement on each disc.

Disc network geometry

Models used by the two teams share common assumptions:
a) all fractures are planar; b) all fracture locations are equally probable, i.e. the fracture
disc centres constitute a 3D Poisson point process; c¢) all fracture orientations are
independent of fractures locations

The parameters needed to build the network were:
a) the definition of the fracture sets, as fractures are separated into several sets according
to their orientations; b) the orientations (strike and dip) distribution for each set; c) the disc
diameters distribution for each set; d) the 3D density of disc centres for each set

These parameters were assumed uncorrelated and were derived from fracture traces
observations. Note that fracture aperture has not been taken as a parameter of the geometrical
model.

In addition, the model of the BRGM/ITASCA/ANDRA project team was conditioned to the
actual fracture traces observed on the ceiling and walls of the experimental drift. Therefore

the specification of each observed fracture (trace endpoints and orientation) becomes part of
the parameter field.

Channel arrangement on each disc
Two channel arrangement models were used.

- The KTH/SKI and BRGM/ITASCA/ANDRA project teams used the technique proposed
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by Cacas et al. [1990] in which the flow is assumed to occur through "bonds" joining the
centre of each disc to the centre of the adjacent disc. The bonds are made up of two parts,
one for each fracture, meeting at the intersection of the two discs. Thus the number of
internal nodes in the network is equal to the number of fractures and the channel network
reproduces the connectivity of the disc network.

- The previous model was called "Simplified Disc Model" (SDM) by the
BRGM/ITASCA/ANDRA project team. This team also used the "Random Channel Model"
(RCM) proposed by Billaux and Long [1988] where one-dimensional channels are thrown
at random on the fracture discs and where fracture intersections may or may not be
considered as channels. The SDM is, geometrically, fully specified by the fracture network,
and therefore requires no extra parameter. On the other hand, the RCM needs several extra
parameters. One or several sets of channels may be defined for each fracture set so that one
must define: a) the orientation distribution for each set; b) the length distribution for each
set; b) the density of each set.

Here, two orthogonal sets of channels were defined on each fracture plane. The length of the
channels was constant and set to 10 m (i.e channels were truncated at the fracture boundaries
according to their location on the fracture plane). Three successive values of the channel
density, A [L2], of each set were considered for the calibration of the flow model:

a)case 1, A = 0.02 m2; b) case 2; A = 0.03 m2; c) case 3, A = 0.04 m2.

For all cases, fracture intersections were also considered as channels The lower density case
(i.e, case 1) was only considered for the calibration of the transport model.

For both channel network models, the assumption of a perfect mixing of the different fluxes
entering a note was made.
3.24 Flow channel geometry

Most project teams considered explicitly or implicitly that the flux, Q. [L3T"1] through the
channels could be described by the "cubic law". For a channel with rectangular cross section:

Q = constant'w+8°| gradH | (3.10)

where w denotes the channel width, § denotes the channel aperture and grad H is the hydraulic
head gradient.

In addition, the KTH/SKI project team also used tube flow channels where the flux was
calculated by means of the Hagen - Poiseuille law :

Q= constant-rgl gradH | G.1D
where r, denotes the radius of the tube channel.
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3.3 Data processing
3.3.1 Introduction

The main data used for transport parameters fitting were the experimental breakthrough
curves. However, one problem made the use of these curves difficult: they represent the
response of the medium to time-varying tracer injections.

Whereas there are known analytical or semi-analytical solutions of the 1D convective-
dispersive solute transport equation when simple injection histories (i-e pulse, step,
exponentially decaying, see for example Van Genuchten and Alves, [1982], one needs to resort
to numerical schemes when studying more complex injection patterns. This is definitely the
case for the Stripa 3D injections.

The alternatives are then as follows.

- either one tries to compute from the real data what the response would have been if a
simple (pulse) injection had been performed. One can then fit a model to the "simplified"
breakthrough curves. Finding the impulse response necessarily involves a deconvolution
technique.

- or one computes the response of the system to the time-varying injection, using a
convolution technique, and fits the parameters directly without the intermediate step of
deconvolution.

The first approach was used by the LBL/USDOE and VTT/TVO project teams and is
reviewed below. The second approach was used by the KTH/SKB project team when fitting
the theoretical analytical models to the experimental results. This approach was also used by
the BRGM/ITASCA/ANDRA for the calibration of the channel network on the experimental
data, and for interpreting the results with the analytical solution (3.5).

Two other approaches were also used :

- As a preliminary analysis of the Stripa 3D field data, the LBL/USDOE team studied the
first peak early arrival data, modelling the time-varying injection flow rates by an
exponential decay curve followed by a period of stabilization.

- The KTH/SKI team generated synthetic breakthrough curves with the channel network
model using a pulse injection and integrated the simulated curves over time in order to
simulate a constant step injection of tracer.

3.3.2 Deconvolution of the breakthrough curves

The basic assumption inherent in this technique is that the system under study is linear and
time-invariant. Also, the technique must be constrained to yield only non-negative "pulse”
breakthrough curves concentrations : whereas "perfect" measurements should lead to non
negative concentrations, the errors contained in the measurements may cause the resulting
impulse curve to contain negative concentrations. The LBL/USDOE and VTT/TVO project
teams used deconvolution techniques to analyze the experimental breakthrough curves. The
impulse responses obtained by the LBL/USDOE were composed of distinct peaks. These peaks
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were considered as the result of solute transport in independent channels and the solution of
the one-dimensional advection-diffusion equation, for a delta pulse injection, was fitted to
each peak. The VIT/TVO project team focused on the detailed analysis of the impulse
responses given by deconvolution of the experimental breakthrough curves and injection
pulses, taking into account the effects of measurement errors and other disturbances on the
deconvoluted results. The impulse responses obtained by the VIT/TVO project team were also
composed of various peaks. These peaks did not necessarily correspond to those previously
identified by the LBL/USDOE team.

The deconvolution techniques used by the two teams are reviewed below. Results of the fit
of the advection-diffusion model by the LBL/USDOE team are given in section 3.5. The
VTT/TVO project team did not fit a given transport model to the estimated impulse responses.

Toeplitz analysis

The LBL/USDOE project team [Tsang et al., 1991] used the Toeplitz method to perform the
deconvolution. This technique is briefly described here.

First, tracer injection and tracer breakthrough curves are discretized into constant time
intervals. Let M; be the mass flow rate for the discretized breakthrough during the i time

interval and m; the mass flow rate for the discretized injection during the i time interval,
then, from linearity and time invariance, we can write :

J

where the coefficients of the "Toeplitz matrix", a;, only depend on the difference (i - j).
Because of this property, the above equation can be rewritten, taking s = i+ :

Mi = E as m;_g
s

where a; becomes a vector describing the response to a unit pulse injection during the first
time interval, and the m; ; coefficients now define a matrix M :

M,-j =0 i<j
In matrix form, one can the write:
M=Ma
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where M and a are the vectors formed with the M; and a; coefficients respectively.

Finding the pulse response then amounts to computing vector a by solving the linear system
above. However, some of the coefficients a; found in this way are negative. Because such
results are unphysical, the procedure is modified and vector a is computed using least square
optimization:

minimise | M -Ma |? subject to a =0

This procedure was applied to five sets of tracer data, using 500 hour time steps. Later, 1000
hour steps were also used with little effect upon the solutions. To test the stability of the
Toeplitz analysis method with respect to errors in injection data, nonsystematic random errors
were introduced into the discretized data (up to 20% of their value). These also had little
effect upon the solution and thus it was concluded that the solution is stable and unique.

The Extreme Value Estimation method

The VTT/TVO project team [Ilvonen et al., 1993] used the Extreme Value Estimation method
(EVE) to perform the deconvolution. EVE is a general purpose tool for solving a linear set
of equations in cases where all the unknowns are required to be non-negative. EVE estimates
the lower and upper bounds of the unknowns or any user-defined linear expressions formed
from them (thus the name of the method). The equation solved here isy = M a + e, where
the vector y contains the measured breakthrough curve pulse of the tracer, M is a kernel
matrix formed from the injection pulse (here a Toeplitz type lower triangular matrix), and a
is the impulse response. Measurement errors associated to y are represented by e, assuming
that they are independent random variables with known standard deviations. The EVE method
performs all estimations among a set of acceptable solutions. This set of solutions is defined
as a subset of an n-dimensional space assuming the unknown vector a has n components
[Ilvonen et al., 1993]. As part of this study a confidence parameter D was selected and all
those solutions which led to a chi-2 value at most D units greater than a "minimum" were
accepted. This minimum (i.e, the closest solution) was obtained by using least-square
optimization, as in the Toeplitz analysis performed by the LBL/USDOE project team.

The VIT/TVO analysed six tracers : Eosin B, Iodide, Bromide, Elbenyl, Eosin Y and
Uranine. Injection flowrates were discretized into constant time intervals of length 125 hours.
The impulse responses were estimated using the rates of mass accumulation. For Eosin B both
concentrations and rates of mass accumulation were used.

Figure 3.5 displays representative responses obtained for Eosin B. The impulse responses are
presented as confidence belts. In each case, the plot on the right-hand side indicates the
goodness of the fit, with the measurements as stars and the convolution of the least squares
solution with the injection as a solid curve. The impulse responses were computed using the
125 h discretizations of the measured pulses. As the kernel had a high condition number, the
estimated functional was chosen to be the sum of the components of the impulse response in
a window 1000 hours wide, moved in steps of 250 hours. A smoothed solution was then
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obtained. The belts shown on Figure 3.5 are based on the assumption that the standard
deviation of the errors is always 10 % of the breakthrough. Each impulse response is
represented by two confidence belts. The wider belt is plotted with solid double lines and
corresponds to value 4.0 of the confidence parameter D. The narrower belt, whose individual
intervals are the vertical segments between the stars, corresponds to value 2.5 for D. The
analysis was also performed with a 500 h discretization of the initial data and a step of 500
h instead of 250 h for the window. It was found that the density of discretization seems to
have very little effect upon the results. In the same way, it was observed that the shape of the
belt is not substantially changed by the value of the confidence parameter. The effect of small
changes in the injection pulse was then studied. The impulse responses obtained with the 500
h discretization of the Eosin B injection pulse used in this study were compared with those
obtained using the discretization employed by the LBL/USDOE project team. The most
obvious differences found in nearly all sheets were the number and the locations of the peaks,
and the shape of the first peak. An example of such a comparison is shown in Figure 3.6. It
was observed that the use of the LBL/USDOE data usually yields better fits.

In order to study the physical relevance of multiple peaks identified from the impulse
responses a sensitivity analysis was performed using singular value decomposition of the
kernel matrix, K, and test runs with an artificial impulse response.

It was concluded that the interpretations of the impulse responses should be made with great

care and the following points were underlined [Ilvonen et al., 1 993]:

- in the Stripa 3D experiment, the validity of the assumptions related to the use of the
deconvolution procedure (linearity and time-invariance of the system) is poorly known.

- the basic properties of the solutions may be changed by quite minor changes in the injection
functions.

- the available data are not sufficient to discriminate between the various possible solutions.

- the physical relevance of multiple peaks appears rather uncertain in some cases (especially
for Eosin B) and the apparent peaks seem most probably due to the mathematical
appearance of the injection flow rate data.

34 Calibration strategy

The strategies employed for calibrating the alternative transport models are reviewed below.
In the case of the channel network arrangement, fracture network calibration and flow
calibration were required before running transport; both calibrations are also reviewed. Note
that the geometries of the flow and diffusion paths were treated as the unknown quantities by
the INTERA/AEA/NIREX project team. However, we have decided to present the strategy
of this team in section 3.4.3: "Calibration of the transport model".

34.1 Calibration of the geometrical model

The two teams who used the channel network arrangement have first calibrated their discrete
fracture networks on the observed trace geometry.
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- The KTH/SKI project team [Dverstorp and Andersson, 1989] used the fracture traces
observed in the long section of the drift roof. Fracture sets were identified from a visual
inspection of the Schmidt stereo net and Fisher orientation distributions where fitted to the
experimental data assuming that fractures belong to one of the fracture sets defined. The
mean fracture radius was obtained, assuming exponentially distributed fracture radii, from
the mean fracture trace length. This was estimated using the circular sampling and scanline
techniques [Andersson and Dverstorp, 1987). Fracture centre densities were then estimated,
wet fractures being those retained for the estimation. From this "direct" estimation of the
parameters, the network was calibrated on the measured data by generating fractures with
the desired statistics until the number of fractures intersecting an observation window
agreed with the number of traces observed on the roof. For each realization statistical
measures of the fracture traces (mean length, total trace length and degree of censoring)
were recorded. Simulation results were then compared with the observed trace lengths.

- The BRGM/ITASCA/ANDRA project team used the fracture traces observed both on roof
and walls of the total drift. A visual inspection of the Schmidt diagram was also used to
identify the fracture sets.

Fracture orientations were defined by the peak density value observed on the Schmidt diagram
except for the subhorizontal fracture set for which a uniform distribution was employed. The
fracture radii distribution was "analytically" derived from the true trace-length distribution
taking into account the main biases (censoring, truncation and size) affecting the experimental
histogram of trace length (see for example the review of Chiles and de Marsily, [1993]). All
the available sampling area surveys (roof and walls) were used. Fracture traces observed on
the walls were preferably used when estimating parameters of the subhorizontal fracture set.
Lognormally distributed fracture radii were assumed for the derivation of the fracture size
distribution. Results were then numerically verified, with a Monte Carlo technique, by
generating fracture networks with the obtained parameters. In order to take into account the
actual location of the fractures intersecting the drift, the simulations were conditioned on the
observed fractures [Chiles et al., 1992]. Only one sampling surface (roof or wall) was
considered in conditioning. If a fracture intersected Jjust one sampling surface, the fracture
trace was then exactly reproduced. If a fracture intersected more than one sampling surface,
it was decided to exactly reproduce the trace observed on the roof. The total number of
fracture traces, considering roof and walls, was simulated. A parametric study of the
generated fracture network was then performed in order to study how the network could be
simplified to save computer effort.

Results of the two previous approaches are presented in section 3.5.2.
342 Calibration of the flow model

The objective of this calibration was to determine the "channel transmissivity distributions"
of the channel networks. Two approaches were used which both assumed lognormally
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distributed channel hydraulic properties, flow rates into the drift being the calibration
criterion.

- THE KTH/SKI project team calibrated the lognormal distribution of the "parallel-plate
fracture disc" transmissivities [L2T'1] on the inflows observed in the drift roof assuming
that the hydraulic gradient was unity and that all fractures reaching a nonzero flow
sampling sheet were equally conductive. To calibrate the flow model, flow simulations
were made in a right-angled box with sides X=20 m, Y=10 m, and Z=20 m. Flow through
a 4.5 m wide strip at the bottom of the box was treated as simulated flow into the drift;
boundary conditions which would produce a unit gradient in a homogeneous porous
medium were used. A Monte Carlo procedure provided a statistical ensemble of flow
estimations. Criteria used for the calibration were: ensemble log mean of total flow into
the drift, total wet trace length, cumulative frequency plots of the flow into a 2 m sections
of the drift roof, statistical measures of the areal distribution of flow. The validity of the
calibrated flow model was then explored by predicting the flow into the three vertical
"tracer boreholes" and comparing the resulting inflow distribution with the measurements.
For the transport simulation, the transmissivities were interpreted in terms of channel
conductances ( C [L3TY), C = Q/|grad k|). The calibrated fracture transmissivity
distribution was assigned to the channel conductance distribution.

- THE BRGM/ITASCA/ANDRA project team calibrated the lognormal distribution of the
channel conductances (with log mean p. and log standard deviation o,) assuming also a
lognormal distribution of the inflow rates into the drift (with log mean M, and log standard
deviation SQ for the observed values, mg and s being the corresponding simulated values).
The calibration procedure used by the team was derived from the one used by Cacas et al.
[1990 a]. It can be summarized as follows. The procedure makes use of the fact that the
fitting of o, is independent of those of yu: if u is kept constant, Q is only a function of o,

Ln(Q) = o + Bo,

In practice, finding o, simply consists in solving :
Sé =Aog + Bo, + C

using n realizations of fracture networks, each realization providing m simulated inflow rates
(m being equal to the actual number because of conditioning). A first set of nXm inflow rates
is obtained using . = 0 and o0,;. A second set is obtained with u. = 0 and o, (0,; and o,
must define the interval in which the solution lies, i.e the interval must be large enough
initially and then iteratively reduced). Once o, is found, which is not always the case, u_ can
be determined analytically from:
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0" n.m

where Qij is one of the inflow rates calculated with p. = 0.

Flow simulations were made in a right-angled box with X=190m, Y=160m and Z=150m. The
total 3D drift was simulated by two rectangular parallelepipeds entirely contained within the
flow domain and located at the centre of the box. The following boundary conditions were
imposed: an atmospheric pressure in the drift, a constant pressure, derived from the
measurements performed in the three vertical boreholes, at the top of the domain (70 m above
the drift roof) and a no-flow condition on all the other sides of the box. The influence of these
boundary conditions on the total flow into the drift was studied using a porous medium
numerical flow model. It was found that with this location of the no-flow boundaries, the total
flow into the drift is underestimated by 10% compared to the total flow obtained when the no-
flow boundaries are located 1 km far away from the drift. The two channel network
arrangements (SDM and RCM models) were calibrated using the previous method and 18
realizations of fracture networks. Pressure values resulting from the calibrated models were
then compared with pressure values measured in the "tracer boreholes" in order to verify the
calibration.

3.4.3 Calibration of the transport model

Among the six project teams, three calibrated their transport model on the experimental
breakthrough curves, in one way or another. The calibration strategies of these teams, are
reviewed first then the options used by the other teams will be presented.

Calibration on the experimental curves

-The KTH/SKB project team fitted the solutions of the alternative mathematical models
(section 3.2) to the experimental results by a nonlinear least squares method. Each observed
breakthrough curve was smoothed by eliminating outliers containing obvious errors, and then
fitting a curve by hand through the remaining data. This resulted in a continuous smooth curve
which was then transferred to the computer. A convolution technique was employed to relate
the outflow to the time-varying inflow after first representing the inflow curves by a sequence
of square (step) pulses. 167 individual concentration breakthrough curves were fitted using the
"single channel - advection-dispersion" model. A subset of five curves for each tracer were
then fitted using the "single channel - advection-dispersion-matrix diffusion” model and the
"large number of parallel channels - advection only" model. According to the physical model
used, one to three parameters were fitted (section 3.2), plus an extra scaling proportionality
factor (called DF) accounting for dilution at steady-state conditions. Five tracers were
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considered : Eosin B, Uranine, Elbenyl, Eosin Y, and Iodide.

-The LBL/USDOE project team performed two types of calibration. First, an exponentially
decaying injection rate was used to approximate the sharply decreasing injection rates at the
start of the experiment. Since the "single channel-advection-dispersion” model has an
analytical solution in this case (see Van Genuchten and Alves, [1982], and Javandel et al.,
[1984]), fitting was performed by an iterative process involving: guess at parameters,
computation of resulting early time breakthrough curve and modification of the parameters.
The first peak analysis represented a straightforward analysis of the early behaviour, itself
reflecting the flow properties of the fastest channel. Secondly, the "pulse” response derived
by the Toeplitz method was used to fit a "several parallel channels - advection-dispersion"”
model. In fact the response vector a obtained from the Toeplitz method was expected to be
given by:

a. = L exp [~(x—vt~)2/4Dt-] (3.12)

J J ' .

41rDLtj

which is the Green’s function to a one-dimensional "advective diffusive" equation for a unit
injection at t = 0 and where Cj, is a constant proportional to the initial mass injected per unit
channel cross-section area. The other parameters have been previously defined.

The number of channels was chosen to match the number of peaks in the pulse breakthrough
curves. The two parameters defining each advection-dispersion channel were then fitted. The
rates of tracer mass accumulation were used as the observed quantity rather than the tracer
concentrations. This analysis was performed on total tracer breakthrough (sum over all
sheets), and repeated for several single sheets or smaller groups of sheet. The five tracers
analysed by the KTH/SKB project team were also considered.

- The BRGM/ITASCA/ANDRA project team first fitted the SDM and RCM channel network
transport models to the experimental breakthrough curves. As a preliminary analysis the team
calibrated the models using only two tracers and without considering the time-varying injection
flow rates. [Guérin and Billaux, 1993]. In the final analysis four tracers (Eosin B, Eosin Y,
Uranine and Elbenyl) were analysed and the time-varying injection flow rates were explicitly
treated. The observed quantity used for the calibration was also the total collection mass flux
calculated from the smoothed concentration curves of the KTH/SKB project team and the
time-varying inflow rates observed in the plastic sheets. Two parameters were used to
calibrate the models. The first one was a microdispersivity coefficient, « [L], introduced in
each channel, which accounted for the local dispersion in the flow channels due to Taylor
dispersion but also to the different pathways of various residence times which constitute a
channel. o was assumed constant over the whole network. The second was a parameter
allowing to calculate the volume of each channel available for transport. A shape factor, C,
(dimensionless), was defined assuming that the width, w, of the "parallel plate channel" was
proportional to its length, L (Cf = L/w). Once again C,was assumed constant over the whole
network. Thus, using the cubic law, the calibration of C, allowed to find the distribution of
apertures and widths characterizing the transport model. Cacas et al. [1990b], presented a
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procedure to calibrate a stochastic transport channel model on experimental data. They
performed several realizations of each in-situ tracer test. The calibration parameter was a
factor, C,, allowing to obtain the volume of each channel available for transport. The times
of the peak arrival were used as a calibration criterion. Thus they adjusted the C, value (the
same one for all the calculations) so that the central part of the histograms of simulated peak
arrival times was as close as possible to the experimental values of arrival times. Here the
calibration of the stochastic transport model was different. For each tracer test and for each
channel network only five realizations of conditioned fracture network were considered. Each
realization was characterized by its own lognormal distribution of channel conductances. The
aim was to perform a "deterministic” calibration of each realization on the experimental data
and then to study the variability of the calibrated parameters from realization to realization,
from tracer to tracer and from channel network to channel network. The procedure for one
calibration was by trial and error, as follows : a) choose an injection node with coordinates
as close as possible to the actual location of the injection zone. b) compute a starting value
for C,f based on first arrival times in case of pure advection. This was done using the "shortest
path" algorithm [Baase, 1978]. c) Perform a transport simulation with an initial value of «
equal to 10% of the mean channel length. d) change the two parameters according to
discrepancies between the simulation and the calibration curve, and simulate transport again.
e) Iterate step d) until a satisfactory fit was obtained. The goodness of the fit was appreciated
(i.e, iterations were stopped) using an usual correlation criterion, R?. Due to the relatively
small distance between the injection zones and the drift, and due to the boundary conditions
of the model (section 3.4.2), 100% recoveries were simulated when the total 3D drift was
used to record the particles. Therefore , for each tracer, the mass effectively recovered at the
end of the experiment was injected in the model, in order to mimic the field experiment.

In a second step, the fitted total breakthrough curves (normalized to the maximum simulated
mass flux) were analysed with the analytical solution (3.5), i.e advection-dispersion model,
in order to obtain estimations of Pe and z,, parameters, such as defined in section 3.2. A non
linear optimization procedure was employed.

Other options

- The KTH/SKI project team employed the flow-calibrated discrete model to perform synthetic
transport experiments in a channel network (sub-section to section 3.2.3). The validity of the
use of effective transport parameters within an appropriate continuum model was analysed by
fitting one-dimensional breakthrough curves to the synthetic breakthrough curves generated
from the discrete model. The 1D advection-dispersion model (eq. 3.5) was used as continuum
model. Transport simulations in the channel network were performed neglecting local
dispersion in the flow channels of the fractures. Three different flow-channel geometries were
compared assuming either " channel parallel plates" or circular tubes:
- Type 1 channels : tube flow channels (Poiseuille law) where the channel radius was chosen
to give each channel the desired conductance.
- Type 2 channels: parallel plate channels (cubic law) with a constant width equal to 0.2 m.
- Type 3 channels : parallel plate channels with the width of each channel equal to the length
of the intersection line between the two fractures connected by the channel.
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Transport simulations were performed over a rectangular domain with length X varying for
different simulation cases from 10 to 30 m, and constant cross-sectional area (Y.Z =
30x30 m2). A hydraulic head difference (equal to 10% of X) between the two faces
perpendicular to the x direction was imposed. All the other faces were impermeable
boundaries. Particles were injected into the domain through one or more fractures intersecting
the upstream face within a central, 10x10 m?, square. Particles were sampled on the entire
outflow face providing a spatially breakthrough curve. ‘A pulse injection was used. For
comparison with the analytical solution the simulated curves were integrated over time in
order to simulate the mass breakthrough curves resulting from a constant step injection of
tracer. Estimates for effective parameters were then performed using transport simulation
results and the continuum model. Peclet numbers were estimated from the fit of the continuum
equation. Porosity and specific rock surface available for sorption were estimated from
geometrical calculations, transport simulations and the continuum model. Four values of the
natural log standard deviation o, were tested (0, 2, 4, and 6) in order to highlight the effects
of various channel conductances. For each simulation case 30 Monte Carlo realizations were
used providing an ensemble of the transport parameters determined from individual
realizations.

- The approach employed by the INTERA/AEA/NIREX project team was based on the
hypothesis that the rock mass acted as a self-similar system by virtue of the hydraulic
discontinuities at a number of different length scales (grain boundaries, microcracks, pores,
channels, small fractures, fractures zones, fault zones, etc.). Thus, in this approach the
geometry (geometries of the flow and diffusion paths) was treated as the parameter to be
estimated. The objective was to develop improved ways of describing the structures within
which transport occurs in saturated fractured rocks without committing the model to a
particular flow path regime a-priori. The main data used were the tracer transit times to a
given location. Concentration profiles were examined and twelve sheets for which five tracer
arrivals were measured were found. For these twelve sheet the arrival times (7) for five
tracers were estimated. The distance between the injection and collection points (R) was
determined from published geometric information [Abelin at al., 1987].

The five tracer arrival times and distances for each sheet were fitted to the equation :
Log,T = a + Dlog,R

where D is the hydraulic, possibly non-integer, dimension. This equation arises by computing
the arrival time from the relation:
vgp = ¢/RD!

where vy is the radial velocity and assuming that, for a given sheet, c¢ is constant for all
tracers. A further assumption was that the strength of the effective sink at each sheet is the
same for all tracers. Thus, if there were a straight channel connecting the injection and
collection points, the velocity along the channel would be constant. If a planar fracture
connected them (and did not connect with anything else), then the radial velocity would
increase inversely with the distance to the collection sheet. If the medium were uniformly
permeable then the flow would take place in three dimensions towards the drift (ignoring the
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effect of adjacent sheets) so that the radial velocity would vary like I/R’. Given the
intermittent and sparse distribution of fractures observed within the rock, and the spatial
variation in the experimental breakthrough curves, a flow path dimension, D, close to one was
anticipated, which would suggest that the flow was highly channelled. Practically the data
were collected for small differences in the injection times, and for each sheet, the five tracer
arrival times, T, were plotted against the flow distances, R, on a log-log graph. A line was
fitted by the method of least squares, yielding an estimate for D.

3.5 Results - estimation of parameters

The results obtained by the various project teams are reviewed below. Sections 3.5.1 and
3.5.2 give results concerning the geometric and hydraulic properties of the rock mass. Results
concerning transport and the estimation of relevant "effective parameters” are given in
sections 3.5.3 to 3.5.7. Note that we treat here the flow path dimension determined by the
INTERA/AEA/NIREX project team as a transport parameter.

3.5.1 Fracture network properties

The two project teams (KTH/SKI and BRGM/ITASCA/ANDRA) who used the channel
network arrangement first estimated the fracture network parameters assuming disc-shaped
fracture. Methods relevant to the estimate were outlined in section 3.4.1. Table 3.1
summarizes the parameters of the calibrated model geometry, for the two project teams. These
parameters were used for simulating flow and transport. In order to characterize the obtained
network, the BRGM/ITASCA/ANDRA project team defined a connectivity index of the
fracture network, /,, equal to the mean number of intersections per fracture, weighted by
fracture diameter [Billaux and Guérin, 1993]. The definition of this index is consistent with
parameters defined by Robinson [1984] for 2D networks and the weighting is also consistent
with numerical studies performed on percolation invariants (see for example [Charlaix, 1987]).

Given that the size of the simulation domain was large enough compared to the fracture sizes,
I, was found to decrease with the network connectivity. The team used this index to study how
the network could be simplified, in order to save computer effort, without significantly
affecting the medium connectivity.

The network was reduced by keeping only the generated fractures with a radius over a
selected value. From the behaviour of . it was found that the connectivity of the simulated
Stripa network was not significantly changed when the fractures with a radius below 2.0 m
were removed (3 % reductionin/,, I, ~ 7).

Table 3.1 shows that the parameters obtained by the two teams are in some cases quite

different. Whatever the methods used, the number of fracture traces (about 100) was probably
too small to obtain statistically representative estimates.
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The two estimates clearly underlined sparsely fractured networks, with a total density, A, of
fracture centres less than 0.1 m~. For comparison the following values were obtained on other
sites also simulated with 3D Poisson point processes:

- Fanay-Augeres Mine, N > 5 [Cacas, 1990a, Billaux, 1990], 17 < 1, < 33.
- Stripa "SCV" site, fractured zone H, N = 30 [Herbert et al., 1991}, I. ~ 12.
- Stripa "SCV" site, average rock, N = 4 [Herbert et al., 1991]

3.5.2 Channel conductances - Hydraulic conductivity
Channel conductances

The KTH/SKI and the BRGM/ITASCA/ANDRA project teams assumed that channel
conductances [L3T™!] followed a lognormal distribution with log mean conductance p. and
log standard deviation o,.

-The KTH/SKI groject team first calibrated the lognormal distribution of fracture
transmissivities [L*T-!]. A calibrated value of the log mean lying between -20.5 and -18.5 was
found [Dverstorp and Andersson, 1989]. Four values of the natural log standard deviation
were compared (sigma equal to 0, 2, 4, 6). As part of the transport simulations, a value of
p, = -20.1 was used and it was found that a value of g, close to 4 best represented the
investigated rock [Dverstorp et al., 1992].

-The BRGM/ITASCA/ANDRA project team directly calibrated the distribution of channel
conductances for the SDM and RCM models. Using 18 conditioned fracture network
realizations, the following distributions were obtained:

- Simplified Disc Model (SDM) : p, = -21.03 , g,= 1.69

- Random Channels Model (RCM) - Case 1 : . = -18.92 , o,= 0.36
- Random Channels Model (RCM) - Case 2 : u. = -20.42, o, = 0.88
- Random Channels Model (RCM) - Case 3 : p, = -21.93 , ¢, = 1.13

Thus the log standard deviation of the conductance distribution, o,, was found to increase with
the channels density on each fracture plane (from case 1 to case 3).

As expected, the conditioning procedure reduced the variability of conductance distribution
from realization to realization and therefore the uncertainty due to the stochastic process
[Guérin and Billaux, 1993]. This observation was used as part of the transport simulations
where calculations were performed using the conductance distributions calibrated for each
realization instead of using the mean distributions.

For the SDM model, the two project teams estimated relatively similar distributions although
different assumptions were used. For comparison, a quite different distribution was calibrated
by Cacas et al. [1990a] for the highly fractured medium of the Fanay-Augere mine:
pe =-26.7,0. =7.4.
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Hydraulic conductivity
Two approaches were used to estimate the hydraulic conductivity of the rock mass.

-The KTH/SKB project team evaluated the hydraulic conductivity of the rock adjacent to the
drift assuming a homogeneous porous medium where Darcy’s law applies. The following
expression was used:

) Qln(ry/r) (.13)
p 2w LARf

where Q is the flow rate to an L meter long part of the drift where the water flow rate is
measured over a fraction f of the area (the sheets cover 50% of the area of the drift). A% is
the hydraulic head difference between the drift and points at a distance 7, from the centre of
the drift of radius r;. The hydraulic head was measured in the three vertical injection holes.
Two estimates of the gradient were deduced from the measured heads. Table 3.2 summarizes
the values of the hydraulic conductivities of the different parts of drifts (values averaged over
more than 100 m of drift). Table 3.2 shows that the difference of the hydraulic conductivity
between the access drift and the experimental one is a factor of 2. This may indicate that the
100-m scale is not large enough to obtain reasonably constant average values [4belin et al.,
1991].

- The BRGM/ITASCA/ANDRA project team evaluated the equivalent permeability tensor of
the rock mass using the channel conductance distributions calibrated with the SDM and RCM
channel networks. Several methods have already been proposed to compute large-scale
equivalent conductivities of a continuum using stochastic fracture network models (see Long,
[1983], for 2D networks of lines; Cacas et al., [1990]; Herbert et al., [1991]; for 3D
networks). These authors used square or cubic flow regions, boundary conditions being either
linear pressure variations or prescribed constant head on two opposite faces and a no-flow
condition on the (two or four) others. Here the permeability tensor was estimated using
spherical instead of cubic flow regions. 180 orientations uniformly distributed on the half
sphere were defined and for each orientation linearly varying heads were imposed at the
boundaries of the sphere. For each orientation the induced flow was recorded on a centred
disc orthogonal to the head gradient orientation. Thus a set of directional permeabilities was
obtained and the equivalent permeability tensor was defined as the one giving the best least-
square fit to these directional permeabilities.

In order to check the adequacy of the obtained tensor, a dimensionless "variability index for
permeability", Ivk, was then defined as follows:

Y (Kou;-k;)?
n.[(K, +K2+K3)/3]2

Nk =

where n is the number of gradient orientations considered, u; is the unit vector defining
orientation i, k; is the directional permeability computed for orientation i, K is the best fit
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permeability tensor and K, K, K; are the principal permeabilities of K. The sum is over n.

Ivk is a normalized mean square error (NMSE) and can be regarded as the 3D equivalent of
the NMSE defined in 2D by Long [1983]. Ivk was found to decrease when the medium under
study comes closer to a homogeneous porous medium behaviour. On the other hand the
continuum approximation for flow was found to be not valid any more when Ivk becomes
greater than 103 (average value). This conclusion was obtained using pumping test
interpretations as a criterion [Billaux and Guérin, 1993]. Table 3.3 displays the mean tensors
of hydraulic conductivities calculated using the calibrated distributions of conductances, and
the corresponding Ivk values. These values were obtained considering 80 m - radius spherical
flow regions (i.e; a volume of rock close to the one used for the calibration of the flow model)
and ten realizations of fracture networks. Figure 3.7 displays the value of Ivk as a function
of the flow domain size, for the four channel networks. As expected Ivk decreases when the
volume of the channelled medium increases. The best "hydraulic continuity" is obtained for
the SDM model which represents an upper bound of connectivity. The 10 value is reached
only for large volume of rock so that equivalent hydraulic properties cannot be derived at the
scale of the tracer tests, whatever the channel network model.

Estimates performed by the two teams show that the hydraulic conductivity found in the
Stripa 3D site is two orders of magnitude larger than that obtained for the average fractured
rock of the SCV site, and one and half order of magnitude lower than that obtained for the
highly fractured H zone of the SCV site (see [Birgersson et al., 1992]).

3.53 Fitting of breakthrough curves: results

Three project teams calibrated their transport model on the experimental breakthrough curves
using the calibration strategies previously described. The calibration results are reviewed
below.

The KTH/SKB project team

Tables 3.4 to 3.6 give results obtained using the three 'transport models employed. These
results correspond to the subset of five representative sheets selected for each tracer. The right
column in the tables contains the standard deviation of the fit.

In fitting the "single channel - advection-dispersion” model (AD) and the "single channel -
advection-dispersion-matrix diffusion" model (ADD), the Peclet number was limited to values
greater than 4.0 by introducing a penalty function in the fitting process. In the same way, the
standard deviation in the lognormal distribution was limited to values below 0.318 in fitting
the "advection-channelling" model (AC).

Figure 3.8 shows some selected response curves (sheet 108) and the corresponding fitted

curves with the AD model for Eosin B, Uranine, Elbenyl, Eosin Y, and Iodide. The results
from the model fits indicated that :
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- the fits were generally good for Eosin Y and Iodide and showed poor agreement for
Uranine.

- the theoretical models did not reproduce all the several ups and downs observed in the
experimental curves.

- the values of the transport parameters required for fitting the experimental curves in
adjacent sheets with the same tracer were in some cases quite different.

- the A-parameter that accounts for the matrix diffusion effects (ADD model) varied over
several orders of magnitude. It was found that this parameter could not be determined
by the calibration method because it influenced the curves in a way similar to dispersion,
and the two processes could not be distinguished sufficiently with the data available
[Neretnieks, 1993]. When matrix diffusion was included, the curve fits improved only
marginally.

- the dispersion for many of the breakthrough curves was very high; the Peclet numbers
being, in average, between 4 and 5 except for Iodide where they were in the
neighbourhood of 30.

The LBL/USDOE project team

The results of the first peak breakthrough analyses are given in Table 3.7. A typical fit is
shown in Figure 3.9. The distance x was taken to be the mean linear distance from the
injection point to the weighted centre of exit locations in the drift ceiling; ¢, is the time of
arrival of the first peak. The mean arrival time ¢, corresponding to a delta pulse injection at
time t = 0, was calculated from the fitted D and v values.

The results of the Toeplitz analysis are given in Table 3.8. The solutions are shown in
Figure 3.10 which represents the normalized breakthrough behaviour, given the input data and
the optimal choices for the transfer coefficients a (see section 3.4.3). The solid lines show
solutions of the 1D advection-diffusion equation (with delta function tracer injections)
surimposed so as to fit the Toeplitz output data. Here, the number of peaks observed
corresponds directly to the number of independent channels. Thus for each tracer, a value for
v and D was obtained for each channel. Then a Peclet number was calculated for each peak.
The results from the model fits indicated that:
- the fit was very good (correlation coefficients between 0.936 and 0.989)
- the number of "channels" determined by the Toeplitz analysis ranged from two to four
- the values for the dispersion length, o, calculated by the Toeplitz analysis for the first
channels (early behaviour) ranged from 0.6 to 2.9 and were globally consistent with
those defined via the first peak analysis (o between 1.8 and 6.8).
- the dispersion length calculated for the first channels was between 2 (Uranine) and 75
(Iodide) times greater than the one calculated for the other channels.
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The BRGM/ITASCA/ANDRA project team

Table 3.9 displays the calibration results obtained with the two channel network models.
For each case, the calibrated values of the channel microdispersivity, ¢, and of the channel
shape factor, Cp, are given.

The correlation _coefficient R? was used to test the goodness of the fit:
R? = 1 - (1/No®)2(obs - sim)? where obs and sim denote respectively the observed and
simulated mass fluxes, o is the variance of the observations. The sum is over the number of
values N. The values of the effective parameters, Pe and T, obtained by fitting the continuum
model to each simulated curve are also given. Figure 3.11 shows the results obtained with the
SDM model, for the four tracers, and the "Eosin Y fits" obtained with the SDM model. An
example of fit of the solution (3.5) to a simulated curve- (Eosin Y, RCM model, realization
5) is also given on this figure. The results from the model fits indicated that:

- the fits were generally good for Eosin Y; satisfactory fits of the first behaviours were
obtained for Eosin B; the beginning of the build-up was only well reproduced for
Elbenyl; fits showed poor agreement for Uranine.

- the variability, from realization to realization, of the two calibrated parameters was of
a factor 10, at the most.

- in most cases the best-fit dispersivity o values were not negligible. The highest values
of o were obtained for the tracer Elbenyl whereas the smallest ones were obtained for
Uranine. o values lie between 0.2 and 2.2 for the SDM model (with a mean around 0.9)
and between 0.3 and 1.7 for the RCM model (mean around 0.7).

- the best-fit shape factor C, values were generally low, with a mean around 0.7 for the
SDM model and 1.2 for the RCM model. Considering the mean channel length in both
models, such values would correspond to channels of width equal to 10 m, on the
average, for the SDM model and 0.8 m for the RCM model.

These results are discussed in the following sections.

3.54 Porosities

Three project teams estimated "porosities" using different methods : KTH/SKB, KTH/SKI,
BRGM/ITASCA/ANDRA. Table 3.11 summarizes the various estimates.

- THE KTH/SKB project team estimated the flow porosity, &, assuming radially convergent
flow into the drift and a homogeneous porous medium wheré Darcy’s law applies:

& = 21,014y (r3 17, -1y) (3.14)

where A, is the collecting area of the drift defined as the area covered by, and between, sheets
in which tracers were found, ¢, is the residence time, r, is the distance to the injection (the
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shortest distance between the injection point and the drift), and r, is the collecting radius (the
radius of a cylinder having the same surface area as the drift, taken here to be 2.2 m). Q was
taken to be the flow-rate of water in which tracers were located and ¢, was estimated from
the fitting of the models to the breakthrough curves of the different tracers. Considering the
uncertainties in the basic assumptions the project team mentioned that the resulting flow
porosities would differ by more than a factor 2 if other extreme combinations of the
assumptions were used. Table 3.10 shows the data used for evaluating the porosities and the
obtained values. It was found a tendency for the porosity to decrease with distance from the
drift.

A similar trend was observed as part of the Stripa SCV project [Birgersson et al., 1992]. This
was ascribed to a local disturbance due the drift itself.

- The KTH/SKI project team estimated porosities from the channels network and the

transport runs performed with the code DISCFRAC. Three types of estimate were done:

- a geometrical estimate of the global flow porosity, Egeom’

= 2 Ve (3.15)

8 =
geom N
Vdom

in which VC denotes the volume of an individual channel, and V,, denotes the volume of the
simulation domain. The sum is over all conductive channels in the simulation domain

- an estimate of the flow porosity, Efds» from transport runs:

fas = Qrot 0.5 ! Viom (3.16)

in which Q,, is the total flux through the simulation domain and # s is the time taken for 50%
of the mass to break through (the median particle transit time).

The flow porosity was estimated in one direction through the fracture network using boundary
conditions described in section 3.4.3.

- an estimate of the flow porosity, &, by fitting the breakthrough curves from the discrete
model to that given by the continuum model (1D advection-dispersion):

sfct = Qtot tw / Vdom A3 A7)

where ¢, is water residence time and Q, , is also the flow rate determined from the code.

The transport simulations were performed in a cubic domain with a side length of 25m and
particles were injected with equal concentration in all fractures intersecting the injection area
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on the upstream face of the domain. Boundary conditions described in section 3.4.3 were also
used. Porosities were estimated for the three different flow channel geometries (channel type
1 to 3) and for different values of g, (6, = 0, 2, 4 and 6). The channel apertures, or channel
radii in case of tube flow channels, were back calculated from the channel conductances.
Figure 3.12 displays ensemble mean values of simulated porosity at the scale of 30 Monte
Carlo realizations. Solid curves represent the flow porosity € s while dashed curves represent
the flow porosity &,.

This figure demonstrated the importance of the local flow geometry in the fracture plane. For
the channel type 2 case and for g, = 4 the ratio between the flow porosity obtained from the
transport simulations and the corresponding total available flow porosity in the simulation
domain was found, on average, equal to 0.42. In some realizations the values obtained from
the transport simulations were reduced to only a few percent of the medium average values.
Table 3.11 displays representative values of effective flow porosity estimated from the fitting
of the 1D advection-dispersion equation. Results correspond to the case where p. = -20.1 and
o, = 4 which gave the best fit to field data.

The flow porosity varies by several orders of magnitude depending on the geometry of the
local flow channels. Only the results for channel type 3 (see section 3.4.3), which give the
largest porosity values, fall within the range of the values obtained by the KTH/SKB project
team.

- The BRGM/ITASCA/ANDRA project team estimated porosity using the results of the
calibration of their transport models on the total breakthrough curves. Two types of estimate
were done.

- a geometrical estimate of the global flow porosity, Egeom> A8 previously defined.

- an estimate of the flow porosity, Ep and of its gradient direction dependence.

The flow porosity was computed using the same flow simulation method as for estimating
permeability tensors. In addition to directional permeabilities computation, mass transport
simulations were performed without considering the microdispersivity inside the channels. For
each of the 180 gradient orientations, particles were injected on an upper segment of the
sphere, i.e located upstream, and followed down to a lower segment. The flow porosity was
then estimated from:

& = q-TIL (3.18)

where g is the specific discharge recorded on a centred disc orthogonal to the gradient, T is
the mean travel time for particles to reach the lower segment of the sphere, and L is the
corresponding mean travel length. As for permeabilities, using several radii of the sphere
allowed to study the scale dependence.

For 2D fracture networks, Endo et al. [1984], Endo and Witherspoon [1985] examined the
directional nature of the "hydraulic effective porosity" to test the equivalent porous medium
behaviour for mechanical transport; porosity having to be independent of the gradient direction
in an equivalent continuum. The same procedure was employed here and a criterion was
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defined to verify that the 3D surface corresponding to the "directional porosities" could be
fitted by a sphere. Similar to the Jvk index defined in section 3.5.2, this criterion was called
variability index for porosity , Ive:

2
€n—E&;
Ive = ;__Eo_jl_

2
nso

where n is the number of gradient orientations considered, ¢; is the directional flow porosity
calculated for orientation i, and the sum is over n-g is a reference value for porosity which
here was taken equal to the mean of the ¢;. Ive was found to decrease when the fractured
medium comes closer to a porous medium behaviour for mechanical transport [Guérin and
Billaux, 1993]. Figure 3.13 shows a 3D view of the surface representing the values of & as
a function of the gradient orientation. The calibrated SDM flow model was used for this
calculation and a spherical flow region of radius 80 m was considered. This figure shows that,
in this case, the flow porosity can vary by a factor 2 or 3 depending on the orientation of the
gradien; and therefore the distribution of porosities cannot be fitted by a sphere (Ive =
4.1-10).

The surface described in Figure 3.14 is particulary degraded when the RCM channel model
is considered (Ive = 10°1). Table 3.11 summarizes the values of flow porosity estimated using
the shape factors, Cf, calibrated on the experimental curves (see Table 3.9).

Two values are given for each estimate, corresponding to the smallest and the highest
directional porosity at the scale of ten realizations of fracture networks. In some cases the
variability from a directional porosity to another inside a given network realization was greater
than the variabilility from realization to realization. The maximum porosity values estimated
with the SDM channel network parameters are comparable to the values obtained by the
KTH/SKB project team.

Values obtained with the RCM model are from 5 to 7 times lower than the ones obtained with
the SDM model. The geometric porosity € geom WaS found to be greater (by a factor 1.5 to 2)
than the mean value of "directional flow porosity".

3.5.5 Specific surface - Matrix diffusion

We have regrouped here the estimation of specific surface and matrix diffusion. Specific
surfaces have been estimated by the KTH/SKB, KTH/SKI and BRGM/ITASCA/ANDRA
project teams using different methods. These estimates provided an opportunity to evaluate
the potential for matrix diffusion. The VITT/TVO project team evaluated whether the
experimental breakthrough curves revealed matrix diffusion or not. Table 3.12 summarizes
the various estimates.

- The KTH/SKB project team determined the specific surface a, (average fracture or channel
surface wetted area per volume of rock) by comparing the experimental recovery and the
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recovery obtained from model calculations. Several calculations were made using the "single
channel ADD" model to fit the recovery. Fitting the three unknown parameters ¢,, Pe, and
a, at the same time gave erratic values of Pe and 7, but relatively stable estimates for a,. If
Pe or t,, were fixed to give values previously obtained, the value obtained for a, did not
change much from its value when all parameters were fitted.

Table 3.12 contains the compilation of obtained specific surfaces. The values obtained for the
dyes are clearly greater than those obtained for Iodide. The large values obtained for the dyes
seem unreasonable because they imply that spacing of conductive fractures should be between
0.07 and 0.4 m, using 2/a, [Abelin et al., 1991]. This seems to contradict the observations
in the drift. Matrix diffusion effects alone cannot explain the low recoveries if the large
fractures alone are assumed to carry most of the flow. Both matrix diffusion and diffusion into
stagnant water were suggested.

- As for porosities the KTH/SKI performed three estimates for specific surfaces.

- a geometrical estimate of fracture surface area per volume of water, a,, and fracture
surface area per volume of rock, a, :

Ay geom = E A,/ E Ve
and

Qr geom = E Ac T Viom (3.19)

where 4, and V, are respectively the wetted area and the volume of an individual channel.
V4om denotes the volume of the simulation domain and the sums are over all channels in the
domain.

- an estimate of specific channel surface from transport simulations.

The particle transit time in each flow channel of the model was corrected to take into account
linear sorption, using the relationship:

t, =t [1+ (A/V)K,]
where ¢, is the particle transit time in the absence of sorption and 7 is the corrected transit
time. The ratio (4./V,) in this formula is the local specific channel surface. Each transport

simulation was run twice, once with and once without sorption (K, = 0). K, was set to one
for "sorption runs". Then the median particle transit times were used to give the estimate
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_ (f5.5/705) -1
w.ds K

and subsequently

Qrds = Qyw.ds€fds

where 7, 5 . is the median transit time estimated from a sorption run, and &f ds the flow
porosity previously defined.

- an estimate of specific surface parameters by fitting the continuum model to the
breakthrough curves generated from the discrete model. Using a sorption run, the value
of t, (= R, w, see eq. 3.3) is obtained. Since 7, is known from the corresponding "no-
sorptlon run", the continuum estimates are:

ct = (ts + Iw)/Katw
and

a (3.20)

ret = Qw.etfor

Specific surfaces were estimated using the simulation domain and the boundary conditions
employed for estimating porosities. Figure 3.14 displays ensemble mean values of simulated
specific channel surface area per volume of rock, a,, for the three different channel types and
four values of the log standard deviation of conductances distribution, o,. Solid curves
represent the estimate of a, ;. while dashed curves represent the estimated of a, . Figure 3.14
shows that specific surfaces differ by several orders of magnitude depending on the different
channels types used. The fitted continuum model overestimated ensemble mean specific
channel surface area, a, 4, by a factor of 2 to 3, depending on the value of g,.

The ratios a,, ;/a,, oo, 04 @, 4,/a, 4, Showed that the results from the transport simulations
on the average dlffer by a factor 2 from the medium average properties. As for porosities, the
case of channel type 2 with o, = 4 was considered. Here again, the values obtained from the
transport simulations in some realizations were reduced to only a few percent of the ones
obtained from geometrical estimate. Such results show that network effects must be taken into
account when estimating specific surfaces. As for porosity, only simulations with channel type
3 result in an ensemble mean specific surface that falls within the range of the values obtained
by the KTH/SKB project team.

- The BRGM/ITASCA/ANDRA project team did not consider matrix diffusion when
simulating transport in the channel networks and therefore only estimated the "geometric
channel surface area per volume of rock", a, geom As for porosity, higher specific surfaces
are obtained with the SDM channel network (i.e. the 10 m wide "unrealistic channels").
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- The VTT/TVO project team [Hautojirvi, 1993] analysed the "dispersive powers" of
hydrodynamic dispersion and matrix diffusion in order to study if matrix diffusion effects
could be identified from breakthrough curves. The analysis was based on the comparison of
a 1D analytical solution for the advection-dispersion equation to the corresponding solution
for the advection-matrix diffusion equation. Considering the flow rate Q through a channel
of width W, the team obtained the following relation:

D, = 0%/ (0.4-W2xve) (3.21)

where D, is the effective diffusion coefficient into the matrix, v is the velocity, x is the
transport distance and ¢ is the matrix porosity. One of the assumptions used to obtain this
relation is that the dispersion length is equal to 10% of the transport distance. The team used
(3.21) to define in a D,=f(Q) plot two areas where hydrodynamic dispersion or matrix
diffusion dominates. (3.21) was applied to the Stripa 3D site with x = 20 m, v = 0.006 m/h,
W = 0.1 m and ¢ = 0.01. It was concluded that matrix diffusion seems not to play an
important role in the transport of the Stripa 3D experiment and that matrix diffusion effects
can hardly be seen or measured in breakthrough curves type of measurements due to the
extremely low flow rates required.

3.5.6 Dispersive behaviour - Channelling

Three mechanisms were considered for modelling "dispersion": hydrodynamic dispersion,
channelling and matrix diffusion. The project teams showed, in one way or another, that it
was necessary to take into account an important dispersion to simulate most of the tracer tests.
This dispersion was quantified in an usual way by a Peclet number, Pe, a dispersion length
a or a dispersion coefficient, D; .

- The KTH/SKB project team evaluated Peclet numbers using the tracer breakthrough curves
in their entirety. The evaluated Peclet numbers range from very low values, less than 4, to
about 35. In some cases values of Pe < 1 were required to fit the experimental curves. Such
an "unreasonable result" seems to show that the models used do not describe some of the
important causes of dispersion and attempt to force the parameter values to account for
processes which they cannot account for [Abelin et al., I 991].

The team mentioned that the mechanisms that govern diffusion into stagnant pools of water,
matrix diffusion, the frequency of mixing, and especially the non-mixing of channels need
further study.

- The LBL/USDOE project team evaluated Peclet numbers for each peak of the deconvoluted
breakthrough curves (see Table 3.8). Therefore the results cannot be directly compared to
those obtained by the KTH/SKB project team. There was no clear dependence of Peclet
number on travel time, which would be a sign of scale dependent dispersion. However on a
log-log plot, there appears to be a general increase of Pe as a function of mean travel time
(t) which implies a decrease of dispersion in each flow channel with travel time. Values
obtained from the Toeplitz analysis and from the first peak fit analysis display the same trend

69




(see Figure 3.15). Relationships of the form

Pe o< (1) and o ox(t)™
with n = 2, are suggested to explain such scale effects.

The mean travel time is strongly affected by the local heterogeneity around the injection
location. However this mean time could be correlated to the basic aperture probability
distribution parameters. Thus the scale effect for travel time distribution would be consistent
with the local heterogeneities in the rock geometry, as represented by the variable-aperture
channel model used by the team.

- The KTH/SKI project team evaluated Peclet numbers by fitting a continuum model to the
cumulative breakthrough curves simulated with the channel network model. Figure 3.16
illustrates the evolution of the Peclet number with transport distance in simulations with
0. = Oand g, = 4. For o, = 0, a linear increase in the Peclet number with transport distance
is observed (i.e constant dispersion length). For 0. = 4, this trend disappears indicating the
presence of non-Fickian dispersion and a dispersion length proportional to the transport
distance. Here the transport distance was taken equal to the length of the simulated domain.
Occasionally, very high Peclet number ( Pe > 100) were evaluated, indicating extreme
channelling. For ¢, = 4, which gave the best fit to the field data, the average Peclet number
estimated from the simulation varies from 0.2 to 7.

- The BRGM/ITASCA/ANDRA evaluated first a channel microdispersivity «, constant over
the whole network, from the calibration of the channel network models on the experimental
curves. In a second stage, Peclet numbers were estimated by fitting a continuum model to the
simulated curves (Table 3.9). From the Peclet numbers obtained with these fits, "global"
dispersion lengths can be estimated using, as a first approach, the travel distances taken by
the LBL/USDOE project team. The ratios between the dispersivity obtained by this method
and the microdispersivity introduced to calibrate the models can be used to appreciate the
importance of network effects. Ratios between 1.1 (Elbenyl, SDM, rea 5) and 18 (Uranine,
RCM, rea 1) were obtained with a mean around 4.6 for the SDM model and 6.6 for the RCM
models. Such results clearly show that in some realizations the transport pathways were
reduced to only one or a few channels poorly connected and therefore a high channel
microdispersivity was required to reproduce (or at least attempt to) the dispersion revealed by
the experimental curves.

In this case such a microscopic dispersion clearly cannot be neglected in a channel network.
Note that, on the contrary, Cacas et al. [1990b] found that microscopic dispersion had
negligible effects on the macroscopic dispersion created by the velocity differences along the
different fractures that composed the densely fractured network of the Fanay-Augeres mine.
However they used a value of « equal to 0.8 to obtain smooth simulated breakthrough curves.
In the present study removing the smallest fractures of the network probably affected the
initial dispersive behaviour of the channel network.
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3.5.7 Estimation of flow dimension

Most teams assumed an underlying one-dimensional geometry for the flow paths and therefore
this dimension was not estimated. Only the INTERA/AEA/NIREX project team calculated
fractional dimensions of the flow paths using the method described in section 3.4.3. The
results are shown in Table 3.13. The closeness of the data to the fitted is indicated by the
correlation value (shown as "cor" in Table 3.13). It was noted that the slope of the fitted lines
is generally close to unity. Such a slope suggests that the basic premise of transport through
a simple geometric structure is appropriate, and that the dominant structure is pipe-like.
Sheet 64, which has the highest correlation, has a slope of 1.34, suggesting an influence of
planar fractures, and less channelled flow. On average, the data indicated that the effective
dimension is slightly greater than unity. The average slope < D > was givenby < D > =
1.1 to three significant figures. Note that the average slope becomes 1.25 if the data with
lower correlation (i.e, correlation below 0.6) are discarded. This new value was evaluated
more in line with the pattern [Hodgkinson and Grindrod, 1991]. An additional estimate of D
was done using estimates for flow porosity given by the KTH/SKB project team. These
estimates showed a trend for porosity to decrease with flow path distance. Using the
fractional-dimension flow model, the porosity was derived as a function of distance, R, as
follows:

- As R increases from zero, the volume filled by the inflow paths is of the form :
RPwW

where W is a constant (3-D) dimensional width.

- Thus the volume fraction available to the flow was obtained from:

¢~R-3+D

A graph, on a log-log scale, of the porosity data obtained by the KTH/SKB team (sub-section
to section 3.5.3), was then fitted by a linear curve having slope -3+D. On the basis of these
results (Figure 3.17), an estimate of D = 1.6 was made. The generalized D-dimensional
cylindrical geometry may well be inappropriate at very large distances from the sinks, i.e. the
sheets. Nevertheless, the team mentioned that it was encouraging to see that a value between
1 and 2 was obtained using independent estimates. The closer to unity D becomes, the closer
the idealized fractional cylindrical flow paths come to the one-dimensional channels concept
used, in one way or another, by the other project teams. It was underlined that it should be
possible to build a generalized radial transport model which includes generalized geometric
descriptions of flow and diffusive paths.

Such an approach would be based upon the work of Barker [1985, 1988] who notably derived
an analytical expression of flow in the case of a medium with a noninteger dimension.
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3.5.8 Spatial variability

Spatial variability of the tracer recovery is one of the important results of the Stripa 3D
experiment. This variability has not been considered as a quantitative calibration criterion by
the project teams who calibrated their models on total or cumulative breakthrough curves
(LBL/USDOE, KTH/SKI and BRGM/ITASCA/ANDRA). However results obtained by the
two project teams who employed the concept of interconnected channels can be used to verify
the ability of these models to reproduce field observations. Figures 3.18 and 3.19 display
examples of spatial variability simulated by the KTH/SKI and BRGM/ITASCA/ANDRA
project teams.

3.6 Conclusion - what was learnt
Experiment

The Stripa 3D experiments provided a good opportunity to study the advective flow and
dispersion of soluble tracers through saturated fractured rock. The use of a multitude of plastic
sheets in a long underground drift allowed a detailed survey of the spatial and temporal
variability of flow and transport. This survey notably showed; a) the uneven distribution of
water inflow rates into the drift; b) a relationship between areas having a higher number of
fracture intersections and areas having higher water flow rates; c) the uneven distribution of
tracer concentrations underlined by the fact that experimental curves in adjacent sheets for the
same tracer were in many cases quite dissimilar. The very uneven distribution of flow and
tracer paths points to one difficulty with this experiment : our lack of knowledge about flow
patterns in the volume under study. Another difficulty was the variation of the injection flow
rates with time.

Assumptions

To reproduce such observations most project teams based their analysis upon the assumption
of one-dimensional channelled flow. Therefore it was assumed that one-dimensional governing
equations could be used to reproduce flow and transport processes, at least at the channel
scale. The assumption about mixing between channels may be used to differentiate between
the different approaches.

- Three teams used one-dimensional models assuming no mixing of tracer between the
channels over the migration domain.

- Two teams used models of interconnected one-dimensional channels assuming a perfect
mixing at each channel intersection.

- One team did not assume any mixing and flow dimension a priori and considered this
dimension as the main unknown.

The assumption about connections between channels conditioned in some cases the assumption
about transport processes. For example, the KTH/SKI project team assumed that dispersion
was only due to network effects (i.e, mixing between channels of various velocities) whereas

72




the LBL/USDOE assumed that a three-dimensional network effect could be completely ignored
and that dispersion was due to the slightly different velocities of the various flow paths that
compose the channel.

The assumption about channel mixing also conditioned the number of parameters required to
simulate transport. Both project teams (KTH/SKI and BRGM/ITASCA/ANDRA) who used
models of interconnected channels assumed that these channels were located within planar
fractures; each channel having its own hydrodispersive properties (conductance, volume
available for transport and possibly microdispersivity). Thus specifications of the fracture
network and hydrodispersive properties of the channels were needed for simulating transport.
As all values of these parameters could not be directly derived from observations a stochastic
approach was used. One of the channel models used by the BRGM/ITASCA/ANDRA project
team was not geometrically fully defined by the fracture network and therefore additional
parameters were required. The "large” number of parameters required for using channel
network models constitutes an obvious drawback. However, once calibration of the model is
done, one can expect to reproduce the variability of flow and transport, at least statistically.

The project teams who simulated transport assuming no mixing between channels on the way
(KTH/SKB and LBL/USDOE) used few "effective" parameters. Thus one or several sets of
parameters were estimated for each tracer experiment, depending on the number of channels
used to explain the breakthrough curves. The relatively low number of parameters required
in this approach constitutes an obvious advantage for predictive purposes. However calibrated
values of the parameters may vary largely from a tracer experiment to another, and therefore
hindering the predictive value of this approach.

The INTERA/AEA/NIREX project team calculated fractional dimensions of the flow paths
for each part of the medium between the injection sites and sheets, each sheet containing
several tracer arrivals. Thus just one parameter was calibrated which also could vary from
sheet to sheet.

Approaches

The calibration strategies used by the project teams were designed to estimate effective
parameters representative of the Stripa flow system, in one way or another.

Different and complementary approaches were used from which several results can be pointed
out. The time-varying injection flow rates made the interpretation difficult in some cases. Thus
deconvolution techniques appeared to be an interesting tool to treat such disturbed data
although, as noted by the VIT/TVO project team, physical interpretation of the deconvoluted
results should be made with great care. Considering only the fitting of the experimental
breakthrough curves, the use of sophisticated numerical transport models with a large number
of parameters did not improve the fits obtained with simple analytical models. However, in
such a sparsely fractured medium, conditioning appeared to be a potential tool to improve the
calibration of stochastic transport models (see the BRGM/ITASCA/ANDRA project team).
Both channel network models have shown their capacity to reproduce the strongly
heterogeneous behaviour observed in the experiment. However only unrealistic flow channel
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geometry (channel with large width) have allowed to obtain effective transport parameters
comparable to those evaluated by the KTH/SKB project team. Dependence of the medium
properties with scale, particulary concerning dispersion, and in some cases with direction were
observed. '

Calibration and validation

Although the assumptions used by the project teams were in some cases quite different, the
various channel models were able to reproduce most of the trends observed in the experiment.
Such a conclusion would point out that the experimental data could not be used to discriminate
between the various channel models. All of the teams validated highly channelled flow path
models; an independent validation of the one-dimensional flow path approach was provided
by the INTERA/AEA/NIREX project team. However, one problem remains open : we do not
know why low recovery rates, and sometimes complete loss of tracer, were observed. Possible
explanations have been given, mostly by the KTH/SKB team : diffusion into the matrix or into
stagnant pools of water, of flow paths not leading towards the experimental drift. The data
needed to evaluate these hypotheses is lacking. Indeed, it is true that these models have been
able to reproduce some of the field observations, nevertheless it can hardly be seen how they
could have predicted them. To overcome these difficulties, future tracer transport experiments
should include a more detailed investigation of the flow conditions.
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Table 3.1 Fracture Network Parameters obtained from the Stripa 3D Experiment (KTH/SKI,
BRGM/ITASCA/ANDRA).

Fracture set

Fracture orientation

Fracture radius

Fracture
centre density

KTH/SKI Project team

Visual Fisher distribution fitted to Exponential distribution Poisson space
inspection of each fracture set Mean (m) process
the stereonet density, A

(m™)
1 sub-vertical 2.3 3.9 103
2 sub-vertical 2.3 4.5103
3 sub-horizontal 2.3 18.4 1073
4 random 2.3 1.8 1073
BRGM/ITASCA/ANDRA Project team

Visual Peak density value Lognormal distribution Poisson space
inspection of process
the stereonet density A

(m™)

Théta (deg) Phi (deg) Mean (m) St.Devia (m)
1 156 +10 16+10 0.53 0.975 0.061
2 106 83 2.30 0.55 0.010
3 216 75 1.575 1.78 0.0083
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Table 3.2 Hydraulic Conductivities in the Stripa Three Dimensional Drifts (KTH/SKB)

LOCATION

Conductivity x 10! m/s

Steep Gradient

Low Gradient

Experimental Drift

- Ceiling + upper sides
- Floor + lower sides
- Average

Access drift

0.56
1.9
1.3
0.7

1.07
3.6
2.3
1.3

Stripa 3D rock

Table 3.3 Average hydraulic conductivity tensors for the
(BRGM/ITASCA/ANDRA)
Channel Permeability tensor Ivk
network Phi Théta K (m/s)
SDM 57.7 - 24 2.0 101
104.1 -103.3 1.3 10| 2.13 103
35.9 -173.1 6.56 10712
RCM - 1 66.3 - 333 2.55 10711
120.4 -108.4 6.51 1012| 1.17 102
40.2 - 154.5 3.76 10712
RCM -2 67.9 - 352 1.18 101!
111.3 - 116.1 4.46 10°'2| 1.06 1072
31.5 - 166.6 2.19 10712
RCM -3 68.0 - 363 7.11 10712
116.8 -114.6 4.73 1012 5.04 1073
35.9 -160.3 1.46 10712
. SDM = Simplified Disc Model

. RCM

Case 1
Case 2, A = 3.0102 m?
Case 3, A = 4.0 102 m?

Random Channel Model

. Phi, Théta : orientations (poles) of tensor components
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Table 3.4 Calibration results obtained using the advection-dispersion model. The

condition that the Peclet number should be greater than 4.0 was imposed

(KTH/SKB).
NUMBER PECLET RESIDENCE DILUTION STANDARD
NUMBER TIME (hours) FACTOR DEVIATION
Tracer Eosin B
571 5.1 7045.0 151.3 0.14
601 4.0 20470.0 181.7 0.11
661 4.0 5004.0 313.3 0.22
1081 4.2 5331.0 797.4 0.32
1201 4.0 7077.0 135.5 0.09
Tracer Uranine
642 4.7 2273.0 1152.0 0.38
712 4.0 4223.0 695.0 0.25
902 4.0 7445.0 1670.0 0.19
1082 4.0 3634.0 2194.0 0.29
1342 12.0 11810.0 190.0 0.03
Tracer Elbenyl
603 4.0 2112.0 285.8 0.15
643 6.1 2014.0 247.7 0.22
663 4.0 1969.0 202.3 0.20
683 5.6 1978.0 382.2 0.11
1083 6.3 1636.0 583.6 0.29
Tracer Eosin Y
646 6.6 5090.0 130.7 0.10
686 5.5 7320.0 94.9 0.07
716 5.3 7381.0 93.5 0.07
906 4.7 8933.0 724 0.03
1086 6.0 6324.0 277.6 0.08
Tracer Iodide
618 18.6 7209.0 126.8 0.08
628 4.0 11160.0 40.3 0.05
1038 34.0 7558.0 98.6 0.06
1088 54.5 7113.0 82.3 0.06
1108 34.5 7031.0 76.2 0.06
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Table 3.5 Results obtained using the advection-dispersion-matrix diffusion model. A Peclet
number greater than 4.0 was imposed (KTH/SKB).

Number Peclet Residence A-parameter Dilution Standard
number time factor deviation
(hours)
Tracer: Eosin B
571 5.1 7035.0 3.10-10° 150.1 0.14
601 4.0 20470.0 2.00-10° 181.7 0.11
661 4.0 1944.0 1039.0 168.9 0.07
1081 4.2 3118.0 1636.0 465.7 0.17
1201 4.0 4687.0 2987.0 78.2 0.03
Tracer: Uranine
642 19.8 15.1 28.9 946.1 0.29
712 6.5 26.5 22.5 470.4 0.15
902 4.0 11170.0 1.18-10° 1052.2 0.16
1082 4.0 1979.0 2309.0 1645.3 0.21
1342 11.7 12000.0 9.44-10* 173.0 0.03
Tracer: Elbenyl
603 5.8 1402.0 3632.0 239.9 0.11
643 6.1 2014.0 7.62:10'® 247.7 0.22
663 4.0 1941.0 2.00:10° 203.6 0.20
683 5.6 1978.0 1.25-10"3 382.2 0.11
1083 6.3 1636.0 4.51-10'° 583.6 0.29
Tracer: Eosin Y
646 6.5 5067.0 1.81-107 130.4 0.10
686 5.5 7274.0 3.93-10° 94.4 0.07
716 5.4 7758.0 2.82:10° 92.7 0.06
906 34.8 2829.0 1669.0 43.1 0.03
1086 6.0 6325.0 2.02:10° 277.6 0.09
Tracer: lodide
618 18.6 7206.0 4.94-107 126.8 0.08
628 4.0 11090.0 5.00-10° 40.2 0.05
1038 34.0 7557.0 4.49-10° 98.6 0.06
1088 54.5 7113.0 5.28:108 82.8 0.06
1108 34.5 7030.0 2.50-107 76.2 0.06
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Table 3.6

Results obtained using the advection Channelling model. The standard deviation
was limited to values lower than 0.318 (KTH/SKB).

Number Standard Residence Dilution Standard
deviation time factor deviation
in model (hours) in fit

m

Tracer: Eosin B

571 0.301 7794 150.0 0.14

601 0.318 19870 201.6 0.12

661 0.318 4994 318.8 0.23

1081 0.318 5191 800.4 0.33

1201 0.318 7774 135.9 0.09

Tracer: Uranine

642 0.318 3039 1162 0.39

712 0.318 4225 692 0.25

902 0.318 7445 1666 0.19

1082 0.320 3555 2325 0.31

1342 0.194 12080 193 0.03

Tracer: Eibenyl

603 0.318 2329 284.9 0.14

643 0.281 2194 246.6 0.22

663 0.318 2187 202.2 0.20

683 0.287 2160 380.2 0.1

1083 0.273 1762 581.4 0.28

Tracer: Eosin Y

646 0.267 5468 130.2 0.10

686 0.285 7899 95.1 0.08

716 0.286 8409 94.0 0.07

906 0.296 9476 73.7 0.03

1086 0.275 6801 277.8 0.09

Tracer: lodide

618 0.165 7450 126.2 0.08

628 0.318 11970 411 0.05

1038 0.121 7677 98.5 0.06

1088 0.096 7180 82.3 0.06

1108 0.120 7136 76.0 0.06
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Table 3.7  Results of the first peak analysis (LBL/USDOE)

Tracer D v x/ty, T=(x/N)+ «a=D,

x,m t,h mmmh mmh mmh (D/)h m Pe = vx/D
Elbenyl 10.7 2500 17 37 43 4200 4.7 2.2
Eosin Y 24.6 8500 75 32 29 8300 2.3 11
Eosin B 33.3 4000 67 9.8 83 4100 6.8 4.9
Uranine 36.4 7000 15 56 5.2 6900 2.7 13
Todide 42.8 9000 95 53 48 8400 1.8 24

Table 3.8 Results of the Toeplitz analysis (LBL/USDOE)

Tracer x,m Channel ¢ h D,mmm/h v,mmh Pe=xv/D «=D/v,m
Elbenyl 10.7 Ist 2612 8.1 4.7 6.3 1.7
2nd 14447 0.02 0.74 323 0.03
Eosin Y 24.6 Ist 6478 12.4 4.2 8.4 2.9
2nd 10440 0.2 2.4 314 0.1
Eosin B 33.3 Ist 2814 24.8 12.5 16.8 2.0
2nd 7198 1.9 4.7 82.6 04
3rd 11980 0.2 2.8 411 0.1
4th 16212 0.1 2.1 507 0.1
Uranine 36.4 Ist 3640 5.9 10.2 62.2 0.6
2nd 6053 1.8 6.1 119 0.3
Iodide 42.8 Ist 7473 9.0 5.9 28.3 1.5
2nd 14990 0.06 2.9 1980 0.02
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Table 3.9 Calibration  results obtained using the channel network models.

(BRGM/ITASCA/ANDRA)
Channel Network Channel Micro | Shape Factor
Network Realization dispersivity (m) cf R2 Pe ty

Tracer : Eosin B

SDM 1 0.8 0.5 0.79 8.1 1967
2 0.7 1.1 0.78 9.5 2008
3 1.0 0.7 0.80 5.1 1899
4 0.8 0.4 0.81 7.9 2006
5 1.1 1.2 0.76 13.9 1919

RCM 1 1 0.6 2.4 0.83 55 2045
2 0.6 2.2 0.84 6.9 1936
3 0.3 1.1 0.74 7.4 1768
4 0.7 1.3 0.78 10.3 1967
5 04 0.9 0.80 4.8 2017

Tracer : Eosin y

SDM 1 1.1 1.1 0.93 7.6 5532
2 0.4 0.2 0.95 10.9 6099
3 2.2 0.7 0.93 53 5803
4 0.5 0.5 0.94 12.0 5817
5 1.0 0.3 0.93 13.6 6162

RCM 1 1 0.8 1.1 0.97 11.3 5561
2 0.6 0.9 0.92 11.1 5137
3 0.9 1.0 0.97 7.1 6038
4 0.7 0.9 0.95 9.8 5976
5 0.3 0.4 0.96 8.9 5644

Tracer : Uranine

SDM 1 0.3 0.7 0.79 9.5 2942
2 0.2 0.2 0.71 11.7 2943
3 0.7 0.9 0.62 8.9 2882
4 0.3 1.3 0.71 9.5 2745
5 04 04 0.58 19.3 2689

RCM 1 1 0.3 1.8 0.72 6.6 2676
2 1.5 0.9 0.79 5.3 2884
3 0.5 1.4 0.58 19.2 2688
4 0.4 1.3 0.71 5.2 2706
5 0.3 1.2 0.59 21.2 2885

Tracer : Elbeny!

SDM 1 1.2 0.5 0.68 7.6 1178
2 0.6 1.3 0.66 10.3 1012
3 1.2 0.2 0.69 4.8 1179
4 1.6 0.7 0.69 4.8 1178
5 1.0 0.6 0.67 10.1 1036

RCM 1 1 0.6 0.6 0.68 8.0 1145
2 0.9 0.4 0.69 8.0 1206
3 0.6 1.5 0.67 7.6 1179
4 1.7 0.9 0.66 4.1 1317
5 0.6 1.9 0.65 9.7 1216

SDM = Simplified Disc Model
RCM 1 = Random Channels Model with density of channels in each channel set = 2.0.102 m?2
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Table 3.10  Porosities and basic data used in the calculations (KTH/SKB)

Tracer  Residence time Flowrate in Length of Distance to Porosity x 10°
(hours) section (ml/h) section (m) injection point (m)
Eosin B 3000 175 22 19 3.4
Uranine 5500 153 23 32 2.0
Elbenyl 2000 178 10 10 15.5
Eosin Y 6000 198 27 18 6.9
Iodide 7000 200 31 29 3.0
Bromide 2500 200 31 13 4.5

Table 3.11  Summary of estimated porosities
(KTH/SKB, KTH/SKI, BRGM/ITASCA/ANDRA)

Tracer Eosin B Uranine Elbenyl Eosin y Iodide Bromide
KTH/SKB Project team
Flow
porositg' 34 2.0 15.5 6.9 3.0 4.5
Sfl(X].O )
KTH/SKI Project team
Effective Global estimate
Flow Channel type 1 : 0.022 + 0.023
Porosity Channel type 2 : 0.51 + 0.45
& (x10°) Channel type 3: 3.4  + 2.8

BRGM/ITASCA/ANDRA Project team

Flow 03 -23 0.8 -2.0 |05 -3.2 0.7 - 29 No estimate | No estimate
porosity 0.02- 0.3 0.01-0.3 [0.04-05 0.04-04
&3 (x10°)

- & = flow porosity (eq. 14)
- &p = flow porosity (eq. 17)
- &3 = flow porosity (eq. 18) (First line = SDM network, 2nd line = RCM)
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Table 3.12  Summary of estimated specific surfaces
(KTH/SKB, KTH/SKI, BRGM/ITASCA/ANDRA)

Tracer Eosin B Uranine Elbenyl Eosiny Iodide
KTH/SKB Project team
Injection 19 32 10 18 29
Distance (m)
Specific
surface (m'!) 14-27 5.1-12 15-20 4.7-7.7 0.49-11
KTH/SKI Project team
Specific Global estimate
surface (m’!) Channel type 1 : 7.4.10% + 7.1.10*
a, o Channel type 2 : 0.15 + 0.14
Channel type 3 : 27 +26
BRGM/ITASCA/ANDRA Project team
Specific 29-6.2 3.0-6.9 34-74 39-8.6
surface (m'!) 0.1-04 0.3-0.6 0.3-0.7 0.3-0.9 No estimate
ageom
-a,, = estimate from the continuum model (eq. 20)

- Qgeom™ geometrical estimate (eq. 19)
First line = SDM network, 2nd line = RCM network.

Table 3.13  Calculated fractional dimensions of the flow paths, between the injection sites
and sheets. Each sheet yielded arrival times for five tracers.

(INTERA/AEA/NIREX)

Sheet Dimension, D | Cor Sheet Dimension, D | Cor

66:3+1 1.3642 0.698 64:31+2 1.3404 0.749
62:33+1 0.90126 0.565 60:33+2 1.1353 0.744
110:29-1 0.95826 0.565 108:29+0 1.1676 0.625
65:29+1 1.1885 0.681 67:29+2 1.0437 0.613
106:27-1 0.75843 0.506 68:27+1 1.4777 0.682
69:27+2 1.2779 0.633 70:27+2.5 0.69144 0.544
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SAMPLING ARRANGEMENT

Figure 3.1 Lay-out of experimental 3-D Drift at Stripa and sampling arrangement.

Figure 3.2 Water inflow rates into the test site before drilling of the injection holes.
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Figure 3.3 Areas in the test site where the different tracers have emerged.
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Figure 3.4 Tracer occurrence in the main drift for the individual tracers.
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Figure 3.5 Representative results of EVE analysis method for Eosin B.(VTT/TVO)
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Figure 3.12 Ensemble mean of simulated porosity as function of the natural log standard
deviation of the channel conductances, o,. Solid curves represent direct
estimates determined from simulations in the discrete model and dashed
curves represent values determined by fitting a continuum model to the
simulated breakthrough curves (KTH/SKI).

Figure 3.13 3D view of "directional hydraulic effective porosity". Simplified Disc
model. (BRGM/ITASCA/ANDRA)
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4 The WIPP-2 Test Case
4.1 Introduction

The WIPP-2 test case is based on data from the site investigations carried out at the Waste
Isolation Pilot Plant (WIPP) in New Mexico, USA (see Figure 4.1). The site has been chosen as
a potential location for a repository for the disposal of radioactive waste, and extensive
investigations have been carried out in the region of the site. (Data are available from more than
60 boreholes at 41 locations.) The site investigations mainly focused on data relating to
groundwater flow and transport in the Culebra Dolomite. This is a fairly thin, laterally extensive
formation, which is considered to form the main pathway for potential transport of radionuclides
off the site by groundwater, if there was an accidental borehole intrusion into the repository
itself.

The data from the site investigations were made available to the INTRAVAL project for use
within the project as the basis of a test case. This provided a very valuable opportunity for the
INTRAVAL participants to explore the issues involved in validation of field-scale models of
groundwater flow and transport using the sort of data that would result from a typical
investigation of a repository site.

The WIPP-2 test case was studied within INTRAVAL by five project teams:
(i)  AEA Technology, UK on behalf of UK Nirex Ltd (AEA);

(i)  Universidad Politécnica de Valencia, Spain (UPV);

(iii) Atomic Energy Control Board of Canada (AECB);

(iv) Bundesanstalt fiir Geowissenschaften und Rohstoffe, Germany (BGR);
(v)  Sandia National Laboratory, USA (SNL)

The studies of the project teams are outlined below (see subsections 4.4 and 4.5). More detail on

some of the studies is given in project team reports [Cliffe, Jackson and Impey, 1995; Metcalfe,

1993; Krohn and Schelkes, 1995]. The studies addressed:

(1)  the issues involved in treating the heterogeneity of the transmissivity of the Culebra
Dolomite;

(i)  the choice of conceptual model;

(i) the possible utility of bounding calculations.

During INTRAVAL, the project teams were able to interact with the WIPP project itself.
Presentations on the work being undertaken within the WIPP project were made to the
INTRAVAL participants. The INTRAVAL participants were given the opportunity to comment
on proposals for a new set of experiments at the site (see subsection 4.6). Presentations of the
work undertaken within INTRAVAL were made to the WIPP Geostatistics eXpert Group
(GXG), which is addressing the treatment of the heterogeneity of the transmissivity of the
Culebra Dolomite for the WIPP project itself.
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4.2 Data

A very large amount of information relating to the WIPP site has been collected during the site
investigations. It was not practical, or necessary, to distribute all of this to the INTRAVAL
participants. Instead, at the start of Phase 2, a brief report that outlined the main features of the
hydrogeology of the WIPP site and gave a list of available reports was distributed. Specific
reports were then supplied on request to those project teams that tackled the test case. Most of
the data used in the INTRAVAL studies are given in LaVenue et al. [ 1990], which presents the
results of deterministic modelling of flow in the Culebra Dolomite, and in Cauffman et al.
[1990].

The major features of the geology and hydrogeology of the WIPP site are outlined below.

4.2.1 Geology

The WIPP site is in south east New Mexico, USA (see Figure 4.1). The topography of the

region is shown in Figure 4.2. The site is in the geologic region known as the Delaware Basin.

The stratigraphy of the rocks near the site is shown in Figure 4.3. The proposed WIPP

repository location is in the Salado Formation, which is composed of thick beds of halite

interbedded with anhydrite, polyhalite, dolomite and clay. The Salado Formation is overlain by

the Rustler Formation, which has been divided into five members based on lithology:

(i) an unnamed lower member composed of massive siltstone overlain by beds of halite,
siltstone and anhydrite;

(ii) the Culebra Dolomite Member;

(iii) the Tamarisk Member composed of two zones of massive to bedded anhydrite separated
by a sequence of halite and siltstone;

(iv) the Magenta Dolomite Member;

(v) the Forty-Niner Member composed of two anhydrite zones separated by a silty-halite unit.

The Rustler Formation is overlain by the Upper Permian Dewey Lake Red Beds, a series of
interbedded siltstones and sandstones, with prevalent vertical fractures that are generally filled
with gypsum. In the eastern portion of the WIPP site, the Dewey Lake Red Beds are
unconformably overlain by the Dockum Group, a Triassic clastic sequence deposited in a
transitional complex of fluvial, deltaic and lacustrine environments. Overlying the Dockum
Group, where present, and the Dewey Lake Red Beds is a sequence of poorly sorted continental
deposits of Quaternary age, which are overlain by Holocene surficial deposits.

The Culebra Dolomite is considered to be the most transmissive hydrogeological unit in the area.
It is a relatively thin layer, about 8m thick, that extends for many kilometres. It is highly
fractured. It is generally considered that the fracturing is associated with halite dissolution within
the upper Salado Formation and the Rustler formation, which led to displacement and fracturing
of the overlying rocks. The typical spacing observed between the fractures in the Culebra
Dolomite is about 10cm, although the spacing between fractures carrying flow has been inferred
from tracer tests to be about 50cm. It was considered that the degree of fracturing was such that
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a continuum porous-medium treatment of groundwater flow in the Culebra Dolomite would be a
very good representation on the scale of interest of kilometres.

4.2.2 Hydrogeological data

The studies undertaken within INTRAVAL mainly addressed the hydrogeology of the Culebra
Dolomite. The available information included transmissivities, steady-state heads and
groundwater salinity, which are discussed below. Other data were available, including the
transient responses of the heads at various boreholes to numerous well tests and to the
construction of various shafts, and the inflows to the shafts during construction. The results of
convergent-flow tracer tests at H-3, H-4, H-6 and H-11, and dipole tracer tests at H-2 and H-6
were also available. (The positions of these wells are given in Table 4.1.)

4.2.2.1 Transmissivity

The transmissivity of the Culebra Dolomite has been measured at 41 different locations (shown
on Figure 4.2). LaVenue et al. [1990] reviewed the data and produced a list of recommended
values, which are given in Table 4.1. For convenience in visualising the data, Figure 4.4 shows
the distribution of transmissivity obtained by interpolating the data (by kriging using a linear
generalised covariance function (see Journel and Huijbregts [ 1978]). This Figure is only
presented as an aid to visualisation and is expected only approximately to represent the actual
distribution of transmissivity within the Culebra. The transmissivity exhibits considerable
variability. The values in Table 4.1 cover a range of nearly seven and a half orders of
magnitude. Over the whole region, the data appear to exhibit a pronounced trend with high
values to the west and low values to the east. This seems to be correlated with halite dissolution,
with high transmissivities occurring in regions where halite is not present in the Rustler
Formation. However, the trend in the data appears to be reversed in the immediate vicinity of the
site.
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Table 4.1 Recommended measured values of transmissivity for the Culebra Dolomite (from
LaVenue et al. [1990]). The coordinates are given in the Universal Transverse
Mercator system [Gonzales, 1989]. The quoted uncertainty corresponds to the
estimated standard deviation in the logarithm to base 10 of the transmissivity. ( Wells
marked * lie outside the domain used in the modelling undertaken by LaVenue et al.
[1990], and in the modelling undertaken by the AEA, UPV and AECB project
teams, which is reported here.)

Well name Coordinates (m) Transmissivity (m2s1) |Uncertainty
H-1 613423 3581684 9.4 107 0.50
H-2 612660 3581652 6.3 1077 0.25
H-3 613714 3580892 2.5 108 0.25
H-4 612398 3578484 1.0 106 0.25
H-5 616888 3584793 9.7 10°8 0.25
H-6 610595 3583991 3.6 10°5 0.25
H-7 608106 3574644 1.5 103 0.25
H-8* 608668 3563553 8.8 106 0.25
H-9 613974 3568252 1.3 104 0.25
H-10 622967 3572458 7.5 108 0.50
H-11 615341 3579124 3.1 103 0.25
H-12 617023 3575452 1.9 1077 0.50
H-14 612341 3580354 3.3 107 0.50
H-15 615315 3581859 1.3 107 0.50
H-16 613369 3582212 7.7 107 0.50
H-17 615718 3577513 2.3 107 0.50
H-18 612264 3583166 1.7 10°6 0.25
DOE-1 615203 3580333 1.2 1073 0.25
DOE-2 613683 3585294 9.6 103 0.25
P-14 609084 3581976 2.8 104 0.41
P-15 610624 3578747 9.2 108 0.50
P-17 613926 3577466 1.1 10°® 0.50
p-18 618367 3580350 7.5 10°11 0.50
WIPP-12 613710 3583524 1.1 107 0.50
WIPP-13 612644 3584247 7.4 1073 0.50
WIPP-18 613735 3583179 3.2 107 0.50
WIPP-19 613739 3582782 6.5 107 0.50
WIPP-21 613743 3582319 2.7 107 0.50
WIPP-22 613739 3582653 4.0 107 0.50
WIPP-25 606385 3584028 2.9 104 0.25
WIPP-26 604014 3581162 1.2 103 0.25
WIPP-27 604426 3593079 43 104 0.25
WIPP-28 611266 359680 2.1 10°5 0.25
WIPP-29* 596981 3578694 1.1 103 0.25
WIPP-30 613721 3589701 2.5 107 0.50
ERDA-9 613696 3581958 5.1 1077 0.50
CB-1 613191 3578049 3.0 1077 0.50
ENGLE 614953 3567454 4.6 105 0.25
USGS-1 606462 3569459 5.5 104 0.25
D-268 608702 3578877 2.0 10°6 0.50
AEC-7 621126 3589381 2.8 107 0.50
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The matrix porosity of the Culebra Dolomite shows considerably less variability than the
transmissivity, and lies between 0.03 and 0.33, with a central value of about 0.16.

4.2.2.2 Steady-state heads

LaVenue et al. [1990] also reviewed the measurements of groundwater head in the Culebra
Dolomite, and produced a list of recommended values of steady-state equivalent freshwater
heads at 36 locations. (The equivalent freshwater head corresponds to the elevation of a column
of fresh water, with a density of 1gm/cm3, that would give rise to the observed pressure in the
groundwater in the Culebra Dolomite. Its determination requires the average fluid density in a
borehole as well as the depth to the water table.) The values recommended by LaVenue et al.
[1990] are given in Table 4.2. For convenience in visualising the data, Figure 4.5 shows the
distribution of head obtained by interpolating the data (by kriging). This Figure is only presented
as an aid to visualisation, and is expected only approximately to represent the actual distribution
of head in the Culebra. The general pattern is that the head is high to the north and decreases to
the south, corresponding to a general flow from north to south, neglecting the effects of salinity
variations.
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Table 4.2 Recommended measured values of equivalent freshwater head in the Culebra
Dolomite (from LaVenue et al. [1990]). The coordinates are given in the Universal
Transverse Mercator system [Gonzales, 1989]. (Wells marked * lie outside the
domain used in the modelling undertaken by LaVenue et al. [1990] and in the
modelling undertaken by the AEA, UPV and AECB project teams reported here.)

Well name Coordinates (m) Freshwater head (m) | Uncertainty (m)
H-1 613423 3581684 923.3 +2.0/-2.0
H-2 612660 3581652 923.1 +1.8/-0.1
H-3 613714 3580892 917.1 +1.9/-0.1
H-4 612398 3578484 912.8 +0.6/-0.6
H-5 616888 3584793 934.0 +1.4/-1.4
H-6 610595 3583991 932.6 +1.0/-1.0
H-7 608106 3574644 912.5 +0.5/-0.1
H-8* 608668 3563553 912.1 +0.6/-0.1
H-9 613974 3568252 907.6 +1.2/-0.1
H-10 622967 3572458 921.4 +2.2/-2.2
H-11 615341 3579124 913.1 +1.5/-1.0
H-12 617023 3575452 913.7 +1.2/-1.3
H-14 612341 3580354 915.2 +0.7/-0.1
H-15 615315 3581859 915.7 +2.8/-0.1
H-16 613369 3582212 - -

H-17 615718 3577513 911.0 +0.9/-0.9
H-18 612264 3583166 932.1 +1.5/-1.1
DOE-1 615203 3580333 914.2 +2.6/-2.2
DOE-2 613683 3585294 935.3 +1.5/-1.5
P-14 609084 3581976 926.9 +0.9/-0.9
P-15 610624 3578747 916.8 +0.8/-0.8
P-17 613926 3577466 911.6 +0.7/-0.7
P-18 618367 3580350 - -
WIPP-12 613710 3583524 931.5 +1.3/-0.1
WIPP-13 612644 3584247 934.0 +1.2/-1.3
WIPP-18 613735 3583179 930.0 +1.2/-1.2
WIPP-19 613739 3582782 - -
WIPP-21 613743 3582319 - -
WIPP-22 613739 3582653 - -
WIPP-25 606385 3584028 928.7 +1.0/-1.0
WIPP-26 604014 3581162 919.3 +0.4/-0.1
WIPP-27 604426 3593079 938.1 +0.7/-0.7
WIPP-28 611266 3594680 937.2 +0.9/-1.2
WIPP-29* 596981 3578694 905.3 +0.3/-0.2
WIPP-30 613721 3589701 935.3 +0.9/-1.3
ERDA-9 613696 3581958 - -

CB-1 613191 3578049 911.6 +0.7/-0.6
ENGLE 614953 3567454 - -
USGS-1 606462 3569459 909.7 +0.4/-0.1
USGS-4 605841 3569887 909.7 +0.1/-0.1
USGS-8 605879 3569888 911.1 +0.1/-0.1
D-268 608702 3578877 915.0 +0.4/-0.1
AEC-7 621126 3589381 931.6 +2.3/-2.3
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4.2.2.3 Formation fluid density

LaVenue et al. [1990] also reviewed the available data for the formation fluid density and
produced a list of recommended values at 31 locations. The recommended values are listed in
Table 4.3. For the purpose of visualising the data, Figure 4.6 shows the distribution of density
obtained by interpolating the data (by kriging). This Figure is only presented as an aid to
visualisation and is expected only approximately to represent the actual distribution of formation
fluid density in the Culebra.
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Table 4.3 Recommended measured values of formation fluid density in the Culebra Dolomite
(from LaVenue et al. [1990]). The coordinates are given in the Universal
Transverse Mercator system [Gonzales, 1989]. (Wells marked * lie outside the
domain used in the modelling undertaken by LaVenue et al. [1990] and in the
modelling undertaken by the AEA, UPV and AECB project teams reported here.)

Well name Coordinates (m) Formation fluid density (g/cm3)
H-1 613423 3581684 1.022 -
H-2 612660 3581652 1.006
H-3 613714 3580892 1.035
H-4 612398 3578484 1.014
H-5 616888 3584793 1.102
H-6 6105935 3583991 1.038
H-7b 608106 3574644 0.999
H-8b* 608668 3563553 1.000
H-9b 613974 3568252 1.000
H-10b 622967 3572458 1.047
H-11 615341 3579124 1.078
H-12 617023 3575452 1.095
H-14 612341 3580354 1.010
H-15 615315 3581859 1.154
H-16 613369 3582212 -
H-17 615718 3577513 1.100
H-18 612264 3583166 1.017
DOE-1 615203 3580333 1.088
DOE-2 613683 3585294 1.041
P-14 609084 3581976 1.018
P-15 610624 3578747 1.015
P-17 613926 3577466 1.061
P-18 618367 3580350 -
WIPP-12 613710 3583524 -
WIPP-13 612644 3584247 1.046
WIPP-18 613735 3583179 -
WIPP-19 613739 3582782 1.059
WIPP-21 613743 3582319 -
WIPP-22 613739 3582653 -
WIPP-25 606385 3584028 1.009
WIPP-26 604014 3581162 1.009
WIPP-27 604426 3593079 -
WIPP-28 611266 3594680 1.032
WIPP-29* 596981 3578694 -
WIPP-30 613721 3589701 1.018
ERDA-9 613696 3581958 -
CB-1 613191 3578049 -
ENGLE 614953 3567454 1.001
USGS-1 606462 3569459 1.000
USGS-4 605841 3569887 1.000
USGS-8 605879 3569888 1.000
D-268 608702 3578877 -
AFC-7 621126 3589381 -
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4.3 Issues

This test case provided an opportunity for the INTRAVAL participants to address many
important issues relating to groundwater flow and transport models for use in repository
performance assessments on the basis of real, rather than synthetic, data. Modelling issues that
could have been considered are:

()  the treatment of heterogeneity in transmissivity;

(i) how to condition stochastic models on head data, that is how to ensure that the calculated
head for each realization matches the measured heads;

(iif) ~ quantification of the uncertainty in travel time resulting from heterogeneity;

(iv) the use of different conceptual models;

(v)  the use of three-dimensional or two dimensional models;

(vi) the effects of density variations due to variations in salinity;

(vil) what the appropriate boundary conditions are, and the effects of the boundary conditions;

(viii) the use of geologic information;

(ix) the use of geochemical information;

(x)  the identification of processes and parameters critical to repository performance;

(xi) the determination of the extent to which processes and parameters need to be characterized
to demonstrate safety;

and one specific validation issue that could have been considered is the validation of stochastic
models. Of course, not all of these issues could be explored in full within the limits of budget
and time imposed on the INTRAVAL project teams. Some of the issues are discussed in more
detail below.

4.3.1 Stochastic models

One of the most important aspects of the test case was the impetus it provided towards the study
within INTRAVAL of stochastic models for the treatment of heterogeneity. As discussed in
subsection 4.2.2.1, the transmissivity of the Culebra Dolomite varies considerably from point to
point. One effect of heterogeneity that is of particular importance in a performance assessment
for a repository is that it leads to uncertainty in quantities of interest, such as the groundwater
travel time from a specified point. The uncertainty arises because of ignorance as to the precise
variation of the hydrogeological properties between the points at which they have been
measured.

At present the generally-agreed approach to dealing explicitly with heterogeneity is to use
stochastic models [de Marsily, 1985]. The basic idea of these is that the spatial variation of the
properties of interest, which results from the vagaries of the natural process that have acted on
the rocks over the millions of years since their formation, can be effectively treated as random.
(Of course, the heterogeneity is not really random, but it can be treated as if it was.) Each
hydrogeological property (for example transmissivity) is regarded as one realization of a random
spatial process from an ensemble of such realizations that have a statistical distribution deduced
from the observations.
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The uncertainties in the quantities of interest are then determined from the range of behaviour
across the ensemble of realizations. In practice this is determined numerically by Monte-Carlo
techniques. Many realizations are generated numerically by some suitable technique (for
example, the Turning Bands method [Mantoglou and Wilson, 1982]), the quantities of interest
are computed (numerically) for each realization, and then suitable measures of the associated
uncertainties, such as the mean and variance, are computed.

Several issues arise in this, namely:

(i) What sort of stochastic model should be used? In particular, are Gaussian models, in
which the properties are treated as (or as derived from) multivariate normal distributions,
adequate, or should non-Gaussian models be considered? Gaussian models have several
practical advantages, but effectively imply that regions with higher (or lower) than average
transmissivities are not connected over long distances, which may not be a good
representation of reality;

(i) How should the parameters of the statistical model be estimated?

(iiiy How should the realizations be generated numerically?

(iv) How can data be taken into account best? In particular what is the best way to use data on
quantities such as the groundwater head that depend on the underlying (stochastic)
properties such as transmissivity, but are not simply related to the underlying quantities?

(v) How can stochastic models be validated?

(vi) How well does the transmissivity field need to be characterized in order to demonstrate the
safety of a proposed disposal facility?

(vii) What are the limits on our ability to characterize the transmissivity field?

These issues are discussed further in the summaries of the studies of the various project teams
given below.

It is perhaps worth noting that, in some cases, it may not be necessary to undertake calculations
in which the effects of heterogeneity are explicitly considered, because it may be possible, for
example, to demonstrate that a proposed disposal facility is safe using bounding ‘worst-case’
calculations.

4.3.2 Conceptual models

Other important issues are those relating to the choice of conceptual model. In particular

i Isa two-dimensional model of groundwater flow in the Culebra Dolomite adequate, or
should a three-dimensional model be used, or might an intermediate model that took
account of leakage between the Culebra and overlying rocks be adequate? The
groundwater flow system is three-dimensional in nature. However, two-dimensional
models require fewer computational resources than three-dimensional models that
represent the same level of detail, and may represent the system adequately.

(i) Is a steady-state model adequate, or should a transient model be used? The groundwater
flow system will change with time as a result of, for example, changing climate, which
will alter the recharge, or as a result of the coupling of the groundwater flow with
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transport of salt. However, a steady-state model may represent adequately those aspects of
the flow of interest.

(iii) Is a continuum porous-medium model adequate, or should fracture-network models be
used?

(iv) Is a fresh-water model adequate or should a model that takes account of coupled transport
of salinity by groundwater and the effect of density variations on the groundwater flow be
used?

(v)  What is the appropriate domain to represent the system?

(vi) What are appropriate initial and boundary conditions? If transient models are used, how
do the boundary conditions change with time?

(vii) What are the inaccuracies introduced by the various possible approximations indicated
above?

4.4 Methods and Models

In this section the methods used by the various project teams to study the test case are outlined.
All the models used were continuum porous-medium models. First a brief overview of
stochastic modelling is presented, since much of the work on this test case addressed issues
relating to stochastic models.

4.4.1 Stochastic models

In the stochastic models used by the project teams the logarithm Z of the transmissivity T was
taken as the underlying random process. Both the AEA and UPV project teams used Gaussian
models; in addition, the UPV project team considered the adequacy of Gaussian models,
although they did not undertake any actual calculations for such models. In a Gaussian model Z
is taken to be a Gaussian process, that is the joint probability density function for the values of Z
at any set of points is a multivariate normal distribution. The process is characterized by its first-
and second-order moments: the mean and the variogram. The mean is given by

m(x) = E[Z(x)] ,
where

X 1S position,

E[...] denotes the expectation (average over the ensemble);
and the variogram is given by

Y(x,y) = 172 var(Z(x) - Z(y))) ,
where var(...) denotes the variance.

If the variance

02(x) = E[(Z(x) - m(x))2]
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of the field exists (and is finite) then the variogram is related to the covariance

C(x,y) = E[(Z(x) - m(X))(Z(y) - m(y))]
by
1(x,y) = 1/2(c2(x) + o2(y)) - C(X.y) -

(The variogram is defined even if the variance does not exist).

In order to use stochastic models in practice, and in particular in order to infer the parameters of
the stochastic model from the data it is necessary to make an assumption that relates the statistical
properties of Z (over the ensemble) at different points. One assumption that is widely used is the
intrinsic hypothesis that the mean exists and is independent of position, and that the variogram
exists and is independent of position. It is also possible to use more general assumptions, for
example that there is a trend (or drift) of a certain form, that is the mean m(x) has a certain
functional form (see subsection 4.4.2).

Once such an assumption has been made, the variogram can then be inferred from the statistics

of the data. Various methods can be used. The simplest is to fit (by eye or using automated
methods such as least-squares fitting) a function of a suitable form to the experimental
variogram, which is obtained as follows for an isotropic stochastic model. The pairs of
observations are grouped into classes based on their separation, and the average value of the
square of the difference in the measured values computed for each class. The experimental
variogram is the graph of these averages against the average separation for each class. If the
stochastic model is not isotropic then the set of possible orientations of the separation vectors is
subdivided into several angle classes, and a directional variogram is computed for each class by
considering only those pairs of points whose separation lies in the angle class (see
subsection 4.4.3). Methods other than fitting to the experimental variogram, such as maximum-
likelihood estimation (see subsection 4.4.2), can also be used to deduce the parameters of the
variogram.

Once the underlying stochastic model has been estimated, realizations of fields with the
appropriate statistics can be generated by various techniques such as the Turning Bands method
[Matheron, 1973; Mantoglou and Wilson, 19821, or sequential simulation [Gémez-Herndndez
and Journel, 1993). The Turning Bands method can only be used to generate realizations ofa
Gaussian model; the sequential simulation method can also be used to generate realizations of a
non-Gaussian model. The groundwater flow in each realization can then be calculated
numerically by standard finite-element or finite-difference techniques, and then transport through
the flow field in each realization can be calculated, for example by particle tracking. The
uncertainty in quantities of interest such as the groundwater travel time can then be assessed
from the range of behaviour over all the realizations considered.

The geostatistical interpolation technique of kriging [Journel and Huijbregts, 1978] plays a very
important role in stochastic modelling. In particular the approach used by the AEA project team
to condition realizations on transmissivity data [Journel, 1974] was based on the use of kriging.
Kriging also played an important role in the approach used by the UPV project team to condition
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realizations on head data. (Kriging was also used to derive the interpolated fields used in
Figures 4.4, 4.5 and 4.6 to aid in visualisation of the experimental data).

The kriging interpolate is simply the Best Linear Unbiased Estimator (BLUE), that is the
estimate at a point Xy is of the form

Zy* = INZ; ,
where Z; are the measured values at the measurement points x;, and the weights A; are chosen so

that the estimate is unbiased and has minimum variance. These requirements lead to the
conditions

=1,
ZMY(Xi-Xj) + p = y(X-Xo)

where p is a Lagrange multiplier.

These are the equations for ordinary kriging (see [Journel and Huijbregts, 1978]). The basic
technique can be modified in various ways. For example, other forms of kriging can be derived
depending on the assumptions made about the mean (see [Journel and Huijbregts, 1978]), the
interpolation may only use measurements within a restricted region about the interpolation point,
and the technique can be extended to deal with several correlated variables (the technique of co-
kriging).

4.4.2 The AEA approach and models

The AEA project team considered four different stochastic models. All the models were
isotropic. The first model was a stationary model with a constant mean m and an exponential
covariance

wexp(-r/A) ,
where

o is the variance,

A is a length scale,
I is separation (r = Ix - yl in the notation of subsection 4.4.1).

This covariance corresponds to a variogram
Yr)=w(l-et).

The second model considered by the project team was a stationary model with a truncated
power-law (fractal) variogram

¥(r) = min(a 1B ,0) ;
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the third model was a stationary model with a variogram that was pure nugget (that is, constant
for non-zero separations, which corresponds to a field that is completely uncorrelated from point
to point, at least on the scales considered); and the fourth model was a model with an
exponential covariance and a linear drift (or trend)

m(x) = a+ byx + byy ,
where a, by and by are constants, and x and y are spatial coordinates.

The project team explored various ways of deriving the parameters of the stochastic models from
the data. First the approach of computing the experimental variogram and fitting a suitable
analytical form to it was used. Fits by eye and automated methods using least-squares were
tried. Confidence intervals for the parameters obtained from the least squares method were also
estimated by linearizing about the best fit.

A maximum-likelihood method was also used for estimating the parameters of the stochastic
model. The parameters were chosen to maximise the likelihood L of the measured values given
the values of the parameters. For a Gaussian model, L is given by

1 —_— _ J—
L= Wexp (——z—(Zm— Z)C'(Z, - Z)]

where
C is the covariance matrix between the measurement points,
ICl is the determinant of the covariance matrix,
Z., is the vector of measured values of Z, and
7. is the vector of the values of the mean at the n measurement points.

This approach was used to estimate the parameters (m, ® and %) for a stationary model with
constant mean m and an exponential covariance, and to estimate the parameters (a, by, by, ® and
A) for the model with a linear trend and an exponential covariance.

For the model with an exponential covariance, the project team also undertook a Monte-Carlo
study of the bias in the automated parameter-estimation methods considered. Values were
selected for each parameter, many (10000) realizations of the logarithm of the transmissivity
field were generated for these parameters, the realizations were sampled at the measurement
points (corresponding to the measurement points at the WIPP site) and the parameters estimated
for each realization using the various methods. In this way confidence intervals could be
determined for the estimated parameters, given that the actual parameters of the underlying
stochastic model for the logarithm of the transmissivity had the selected values. The analysis
was then repeated for different values of the parameters. In this way, confidence intervals for the
parameters of the underlying stochastic model as functions of the estimated parameters were
determined.
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The project team undertook a Monte-Carlo analysis of the uncertainties in quantities relevant to
repository performance assessments, such as the head at a particular point, the Darcy velocity at
a particular point, the travel time along a pathline from a particular point to the boundary of the
domain, and the position at which the pathline left the domain. They generated the realizations
using the Turning Bands method [Matheron, 1973; Mantoglou and Wilson, 1982]. Care was
taken to ensure that the parameters of the method were chosen to ensure that the generated fields
were good approximations to those intended and that problems such as striping [Tompson et al.,
1989] were avoided. This meant that many lines had to be used (50) and a fine discretisation had
to be used on each line. Typically 300 realizations were generated for each case studied.

The realizations were conditioned on measurements of transmissivity using a technique [Journel,
1974] based on the geostatistical interpolation technique of kriging (see subsection 4.4.1). Each
realization was conditioned by adding a field obtained by kriging the differences between the
measured values of the logarithm of transmissivity and the values in the realization. They
considered cases in which the realizations were conditioned on varying numbers of
measurements from 39 (the total number of measurements) to 0.

Steady-state groundwater flow in each realization was calculated using the finite-element
groundwater flow and transport program NAMMU [Hartley and Jackson, 1993 1. (They only
considered freshwater flow.) The domain modelled was the same as that used in the original
study of LaVenue et al. [1990] (see Figure 4.2). The domain was discretised into a 40x60 grid
of bi-quadratic quadrilateral finite elements. Transport through the calculated flow field for each
realization was then calculated by particle tracking. The project team examined the uncertainties
in the pathlines, travel time, head and Darcy velocity that resulted from the uncertainties in the
parameters.

The project team was particularly interested in studying techniques for validating stochastic
models. They used the framework of statistical hypothesis-testing techniques. A suitable statistic
was defined, that would be expected to have a small value if the model was correct. The value of
the statistic was then calculated, and if this value was sufficiently large that it could not
reasonably be expected to arise by chance, the model was rejected. The project team used the x2-
test and Kolmogorov-Smirnov test (KS-test) for normality to assess the pure nugget model (for
which the data are considered to be uncorrelated). In order to use the tests to assess whether or
not the other models were possible explanations of the data, it was necessary to take account of
the correlations between the data. This was done by calculating suitable linear combinations of
the data that would be effectively independent samples from a unit normal distribution, provided
that the model was correct. These combinations were determined by diagonalising the correlation
matrix between the measurement points. Then the y2-test and the KS-test for normality could be
applied.

In most of their work the realizations were conditioned only on the measurements of
transmissivity, and the available head measurements were used only to check the model. The
project team also explored the use of the following technique for conditioning on measurements
of steady-state groundwater heads. It can be shown that, provided the differences between
measured and computed heads are small and the variance of the logarithm of the transmissivity
field is small, the realizations can be conditioned on heads as well as transmissivities using a
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technique based on co-kriging. Each realization is conditioned by adding a field obtained by co-
kriging the differences between the measured values of head and the logarithm of transmissivity
and their values in the realization. Effectively this expresses each conditioned realization as the
sum of an unconditioned realization and a linear combination of basis functions, each
corresponding to a measurement.

However, this approach requires the cross covariance between the logarithm of the
transmissivity and the head. The project team suggested that the required cross-covariance could
be calculated by Monte-Carlo techniques. A large number of realizations are generated, the flow
calculated for each realization and then the covariances estimated as an average over all the
realizations generated.

The project team suggested that the technique could be extended to deal with the non-linear case
of large variance. The basis functions are computed as in the linear case. Then unconditioned
realizations are generated, and conditioned by adding a suitable linear combination of the basis
functions. The linear combinations are chosen so that the resulting realizations satisfy both the
flow equations and the measurement equations. These conditions form a coupled non-linear
system. Provided that this system can be solved, then from the way that they were constructed,

the generated realizations clearly match the measured transmissivities and lead to head fields that
match the measured heads. However, the generated realizations may not have the same
covariance as that of the transmissivity measurements.

4.4.3 The UPV approach and models

The UPV project team also undertook studies of stochastic models. They began by undertaking
an extensive exploratory data analysis, including an attempt to correlate the variability in
transmissivity with geology. The project team also undertook statistical testing to see whether a
univariate Gaussian model is acceptable. The raw data are correlated so the project team
declustered the data using declustering weights proportional to the kriging weights for estimation
of the average over the entire domain. Initial estimates of the experimental variograms were used
in this. The KS-test was then used to check for normality. They considered the anisotropy of the
variogram, computing the experimental variograms for different angle classes. Indicator
variograms were computed for several thresholds.

The project team generated realizations using sequential (Gaussian) simulation [Gdémez-
Herndndez and Journel, 1993], and evaluated the uncertainties in quantities such as hydraulic
head, the travel time along pathlines and the position at which pathlines left the domain. In their
initial simulations, the realizations were conditioned only on the measured values of
transmissivity. The programs MODFLOW [McDonald and Harbaugh, 19881 and MODPATH
were used respectively to compute constant-density groundwater flow and particle paths in each
realization. The initial simulations did not give a very good match to the observed heads so the
model was improved to take into account the effects of density variations due to variations in
salinity, uncertainties in the boundary heads, and the observed heads.
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The project team used the following method for conditioning the realizations on the measured
heads. The basic idea of the method is to compute a modification to the transmissivity field that
leads to an improved match to the observed heads. The modification is parameterised in terms of
AZ;, the modifications to the values of the logarithm of transmissivity at J selected points, with
the modification at other points in the grid being obtained by interpolating from AZ; using
kriging (see subsection 4.4.1).

The values of AZ; are obtained as follows. The finite-element or finite-difference numerical
equations for the equivalent freshwater head, for a specified variation in groundwater density,
can be expressed as

TH=Q,

where
T is the transmissivity matrix,
H is the vector of nodal head values,
Q is the vector of sinks and sources, which includes the effects of boundary conditions.

By expanding these equations about the original transmissivity matrix T¢ and the corresponding
head vector Hy a linear approximation

J
H=H,+ )20 AZ,
=134z,

to the modified head vector as a function of AZj can be derived, where

OH _ . .(3Q T o
dAZ, dAZ, 3AZ,

The right hand side of this equation is computed essentially by solving a flow problem for a
modified source term. Variable-density flow can be treated in the same way by linearizing about
the initial density distribution. Quadratic programming is then used to determine the values of
AZ; that minimise a weighted sum of the squares of the differences between measured and
calculated heads. In order to stabilise the process, the minimisation is constrained so that the
changes AZ; are smaller than two kriging standard deviations of the kriged estimate at the
corresponding point. After the minimization has been completed, the calculated heads are
compared with the measured ones. If they do not match well, then the whole process is repeated
using the updated heads as the new initial field, and so on.

The uncertainties in the boundary conditions can be dealt with in a similar manner. A
modification to the head on the boundary is parameterised in terms of selected values. The
change in head is expressed as linear combination of these parameters by linearising the flow
equation. The values of the parameters are determined by including them in the minimisation
procedure. This leads to heads on the boundary that give a better match to measured heads.

The project team has also extended the approach to handle transient data.
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4.4.4 The AECB approach and models

In order to build confidence in the results of an assessment, the AECB advocates the use of a
variety of conceptual models and approaches for demonstrating safety, including relatively
simple scoping or bounding calculations and sensitivity studies. Validation of detailed models is
involved and time-consuming. Initial scoping and bounding calculations can highlight the most
important processes and parameters and so help to focus more detailed studies, and may even
adequately address some aspects of the problem, so avoiding the need for detailed calculations.

The AECB project team applied this methodology to the WIPP-2 test case. The groundwater
densities south of the site (which is the general direction of groundwater flow paths from the
site) are rather uncertain. Figure 4.6 shows the limited number of data points in this region.
Furthermore, groundwater densities could change with time as the regional flow system
continues to evolve. Previous work [Davies, 1989] indicated that groundwater density has a
large effect on the groundwater flow in the area on interest. The project team undertook
bounding calculations to examine the effects of variable fluid density on the groundwater flow
south of the site, to try to determine if the uncertainties in the fluid density were important for the
performance of a repository at the WIPP site.

The project team took the calibrated model obtained by LaVenue et al. [1990] as a base case. In
this model, the transmissivity distribution was obtained by calibrating against the transient head
data, and the distribution of salinity was obtained by interpolating between the measurements
using kriging. They compared the groundwater flow and head calculated for this model with
those calculated using two variants that were considered to represent bounding distributions for
the fluid density:

(i) adistribution obtained by increasing the salinity by 50% everywhere, and

(i) freshwater everywhere.

They used the SWIFT finite-difference program for the calculations. The model was two-
dimensional and comprised 1344 grid blocks. As a preliminary verification step they compared
the results for their base case with those obtained by LaVenue et al. [1990]. This was done
because, although they and LaVenue et al. both used SWIFT, the versions differed slightly.

4.4.5 The BGR approach and models

The BGR project team addressed issues relating to the choice of conceptual model. The AEA,
UPV and AECB project teams considered flow in two-dimensional areal models of the Culebra
Dolomite. Underlying this sort of model is the assumption that the permeabilities of the units
above and below the Culebra Dolomite are sufficiently small that vertical flow can be neglected.
The BGR project team considered an alternative conceptual model in which all the units above
the Salado were represented, and vertical flow between the units modelled, as well as flow
within the units. They modelled the entire regional flow system, taking the limits of the domain
at assumed water divides, and assuming that the water table was close to the ground surface.
This avoids some of the difficulties associated with the choice of boundary conditions in the
two-dimensional areal models. Decisions about these boundary conditions are replaced by
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assumptions, which may be easier to justify, about the location of the water divides and the
position of the water table. In the resulting model groundwater inflows and outflows are only
possible at the upper boundary which represents the land surface.

In principle, such a model is three-dimensional. However, for the conditions of the site a
reasonable approximation to the full three-dimensional model is given by a two-dimensional
vertical cross-section model running from the regional high point of the Divide to Nash Draw
(see Figure 4.7). This line runs parallel to the steepest surface gradient, and is normal to the
margins of halite beds in the Rustler Formation, which represent a potential source of salinity.
source of salinity. The line runs from east to west through the southernmost part of the WIPP
site (see Figure 4.7).

All available relevant data were incorporated in the BGR model, but nevertheless many
parameters had to be estimated, which was done in a manner consistent with the geological
setting where possible. The project team used vertically-averaged values of the permeability and
porosity for each of the five members of the Rustler Formation other than the unnamed lower
member, which means that vertical heterogeneity within these members was not explicitly taken
into account. Upper and lower parts of the unnamed lower member were distinguished,
corresponding to the two different halite beds in this layer. The groundwater in the halite beds
was assumed to be saturated brine.

The finite-element program ROCKFLOW [Krihn, | 987] was used for the calculations. Various
preliminary simulations with simplified models were undertaken to investigate the effects of
discretization, density variations and permeability contrasts, prior to setting up a physically and
numerically realistic model. The model used is shown in Figure 4.8. Density-dependent
groundwater flow was then simulated until a steady state was reached. The plausibility of the
solution was checked by comparing the computed density distribution with measurements. More
information on the regional flow system was obtained by tracking back pathlines through the
Culebra Dolomite. Groundwater inflow rates were also calculated.

4.4.6 The SNL approach and models

Like the BGR project team, the SNL project team also explored the use of different conceptual
models [ Corbet and Wallace, 1993]. In particular, they used a three-dimensional regional model
to study the importance of vertical flow between the Culebra Dolomite and the overlying units,
and to examine the impact of climate change on the flow system. The model represented all the
rocks above the Salado, and extended laterally to locations that were believed to correspond to
groundwater divides for the entire time simulated. The location of the region modelled is shown
in Figure 4.9. Ten stratigraphic units were represented by fifteen model layers. Each
stratigraphic layer was taken to be homogeneous, with a hydraulic conductivity representative of
the dominant rock type in that layer.

The finite-difference program MODFLOW [McDonald and Harbaugh, 1988] was used for the
calculations. The program was modified to allow seepage faces to develop where appropriate.
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Simulations were undertaken for a period of 41000 years. The initial condition was taken to be
the steady-state flow corresponding to the water table at the land surface. This was taken to be
representative of the wetter conditions that prevailed in the region at the end of the Pleistocene.
For the first 21000 years simulated, infiltration was taken to be zero, representing a dry period.
The final 20000 years simulated was taken to correspond to a somewhat wetter period with a
maximum potential infiltration of 0.5mm/year. (This is less than 0.2% of the present-day annual
rainfall, representing the fact that most rainfall is lost to surface runoff or evapotranspiration.)

4.5 Modelling Results
4.5.1 AEA

The AEA project team compared different methods for estimating the parameters of the
stochastic model, once the form of the variogram had been determined (which they felt should
take into account geological information). For parameter-estimation methods based on fitting to
the experimental variogram, they considered that automated methods based on least-squares
fitting were to be preferred to fitting by eye. The least-squares methods had the benefit of
providing a quantitative measure (R2) of the quality of the fit. However, all methods based on
fitting to the experimental variogram had the disadvantage of requiring a choice of classes in the
calculation of the experimental variogram. This choice was fairly arbitrary and had a noticeable
effect on the estimated parameters. The project team concluded that the best method for
determining the parameters was the use of maximum likelihood. This method had the advantage
of not requiring an arbitrary choice of classes, and led to estimates of the parameters with
narrower confidence intervals than those resulting from fitting to the experimental variogram.

The parameters for the exponential model obtained by least-squares fitting to the experimental
variogram for one set of classes were

m=-4.929 , ©=4.599 ,A = 1051 km .

The 90% confidence region estimated by linearization about the estimated parameters is an
ellipse with major axis from ® = 2.925, A = 4.81 to ® = 6.273, A = 16.21 and minor axis from

= 4.26, » = 11.03 to © =4.93, 1 = 10.00 . Using the maximum-likelihood approach the
values of ® and A obtained for the exponential model model were

o=4.306,1=8.59 km.
As can be seen the two methods of estimating the parameters lead to similar results. The
maximum-likelihood method gives a slightly smaller correlation length (A). The parameters
obtained for the power-law model by fitting to the experimental variogram were

m = -5.437 , a = 0.0257 , p = 0.6919 .

The parameters obtained by maximum-likelihood estimation for the model with a linear trend and
an exponential covariance were
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a=-1.99,bx=-27104,by=-3.6 105, © = 1.253 , A = 2.00km .

Results from their Monte-Carlo study of the bias in the parameters as estimated by the different

methods are illustrated by Figure 4.10. This shows the mean value of the estimates of A as a

function of the actual A, which is known in the circumstances of the study, and the one-standard

deviation range about the mean value. The study showed that:

(i) the confidence intervals for the maximum-likelihood method were about half those for
least-squares fitting to the experimental variogram;

(i) both methods had significant biases. For the maximum-likelihood method the bias
increased with the correlation length;

(iii) the confidence intervals estimated by linearization about the least-squares best-fit were
much smaller than the true confidence intervals, and indeed that if the correlation length
was comparable to (or greater than) the size of the domain under consideration, then it was
not possible to estimate an upper limit to the correlation length from the data.

The results of the Monte-Carlo uncertainty analysis undertaken by the project team are illustrated
in Figures 4.11 to 4.13. Figure 4.11 shows three of the conditioned realizations for the case of a
constant mean and an exponential covariance with the parameters obtained using maximum-
likelihood. The Figure also shows the field obtained by interpolating the measurements using
kriging with the same variogram. Figure 4.12 shows the corresponding head fields. Figure 4.13
shows the pathlines starting at the location of borehole H-1 (near the centre of the WIPP site) for
300 realizations, and the pathline in the kriged field. Figure 4.14 shows the probability density
function and cumulative distribution function for the travel time from H-1 to the boundary of the
domain considered.

Figure 4.13 also illustrates the effect of the number of measurements on the uncertainty. As can
be seen the uncertainty is greater if there are fewer measurements available for conditioning
with. Compared to the case in which all 39 transmissivity measurements were used to condition
the realizations, the uncertainty is about 5 times greater if no measurements are available. It
should be noted that in these calculations the statistical model deduced from all 39 measurements
was used. The uncertainties would be greater if the stochastic model had to be deduced from
fewer data than the available 39 measurements, as would be the case in practice if fewer data
were available. In general it was expected that it would depend on the site whether conditioning
on transmissivity data led to significant reductions in uncertainty. This reduction was expected if
the correlation length was comparable to the spacing between the measurements.

The uncertainties after conditioning were very similar for all the models, even though the model
with a trend has much less variability about the trend than the exponential model for example.
The project team suggested that this might be because the correlation length for the model! with a
trend was much smaller than the correlation length for the other models, which was comparable
with the domain size. Therefore, although the uncertainty before conditioning was considerably
smaller for the model with a trend, conditioning on measured values of transmissivity had much
less effect for this model, as fewer data affected the value at a given point.
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The statistical tests carried out by the project team led them to conclude that the pure nugget
model was unlikely to be an explanation of the data, but the models with an exponential
covariance and a power-law covariance were acceptable. This does not mean that the models are
the best models or that further investigation might not lead to the rejection of the models. The
tests also showed that the model with a linear trend and an exponential covariance was unlikely
to be an explanation of the data. It should be emphasised that this does not mean that all models
with a trend would be rejected, but only that the model considered, with a linear trend and an
exponential covariance is unlikely to be an explanation of the data.

Although the exponential model and the power-law model could not be ruled out by the analysis
of the transmissivity distribution, when the heads were considered it was concluded that the
models were unlikely to be acceptable. Although the measured heads were generally within one
standard deviation of the predicted mean over all realizations, when correlations were taken into
account the measured heads were considered to be unlikely to arise as a sample from the
ensemble of realizations. It was noted that, although the discrepancies might have arisen because
the statistical model was not appropriate, they might also have arisen because the calculations
were for freshwater flow only or because inappropriate boundary conditions were used. (The
prescribed boundary heads were obtained by LaVenue et al. [1990] by extrapolating from
measured heads, using kriging.)

The project team noted that it was to be expected that more than one stochastic model might be
adequate explanations of the data.

The project team pointed out that if all the data including the steady-state head data and the
transient responses are used to condition the models, then there are no data to check the models
against, and the only checks that can be applied to the models are internal consistency checks.

4.5.2 UPV

From their initial analysis of the transmissivity data, the UPV project team concluded that there
is an overall East to West trend in the transmissivity with decreasing values towards the East,
which may be explained by halite dissolution in the upper Salado Formation and the Rustler
Formation. The project team also noted that the raw data have a bimodal distribution, with a
clear break at Z = -5.5 (see Figure 4.15), which might also be explained by dissolution. The
declustered data were found to just pass the KS-test for normality at a significance level of 0.05
(see Figure 4.16).

The project team considered that manual fitting of the variograms, with analysis of the
scattergrams for all relevant lags to detect anomalies, is better than automatic fitting. The
variogram computed for the uniform transform of the data confirmed that the data were best
represented by an anisotropic model with principal axes North-South and East-West.
Figure 4.17 shows the experimental variograms in the North-South and East-West directions
respectively (that is, the variograms for separations restricted to angles of 45° about the y and x
axes respectively). The zonal anisotropy shown is consistent with geological understanding of
the Culebra (see subsection 4.2.1). The indicator variograms did not show any clear structure
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and so the project team decided to use a Gaussian model, although they noted that such a model
does not have continuity of extreme values.

The variogram in the East-West direction was fitted by a spherical model with range 4000m and
sill 1.6. The variogram in the North-South direction was fitted by a linear model with slope
0.005. The overall variogram was chosen to interpolate smoothly between the directional
variograms, and be non-negative definite.

The heads computed for the initial set of realizations generated by the project team did not match
the observed heads very well, as can be seen from Figure 4.18. This presents a comparison of
the measured and observed heads for a single realization. It also shows the improvements to the
model obtained by using the optimisation technique outlined in subsection 4.4.3. Figure 4.19
shows the effect of taking into account the variation in groundwater density (for the same
realization). As can be seen there is quite a significant change to the head gradients to the East of
the site.

One interesting point that emerged from the analysis was that the transmissivity measured at
point P-18 seemed to be too low, in that the optimisation tended to increase values in its

neighbourhood. P-18 was also singled out by the AEA project team as anomalous on the basis
of a simple cross-validation test in which the measured value at each point was compared with
the value obtained by kriging from all the other measurements. It should be noted that there are
two measurements of the transmissivity at P-18, which differ by several orders of magnitude,
and LaVenue et al. [1990] decided that the lower value was better.

Although the UPV project team only undertook calculations for a Gaussian model, they stressed
the need to consider non-Gaussian models. For Gaussian models, regions of higher (or lower)
than average transmissivity are not connected over distances long compared to the correlation
scale. In a performance assessment for a repository for radioactive waste, it is important to
consider models in which high-transmissivity regions can be connected over long distances, as
these regions may form fast flow paths from the repository and lead to the main radiological
consequences. The project team discussed methods such as indicator stmulation for generating
realizations of non-Gaussian models. They intend to consider such models in the future.

4.5.3 AECB

The AECB project team performed bounding calculations to assess the importance of
uncertainties in the groundwater density in a performance assessment of the WIPP site. They
compared the head and flow fields for a base-case distribution of salinity obtained by
interpolating from measurements [LaVenue et al., 1990] with head and flow fields computed for
two different distributions of salinity: freshwater everywhere, and the salinity increased by 50%
everywhere.

In their preliminary verification step, the project team found some differences between the

results computed using their version of SWIET and that used by LaVenue et al. [] 990]. The
computed heads were generally in very good agreement (within 0.16%), but the computed
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velocities differed noticeably (by up to 20%) in regions of low head-gradient. The Darcy
velocities are computed within SWIFT from differences in heads, so that in regions of low head-
gradient, small differences between the heads calculated by the two versions of the program are
effectively magnified. The differences in the magnitude and direction of the computed Darcy
velocity in the region of interest in the immediate vicinity of the site and to the south (the region
that path lines from the centre of the site traverse) were only a few percent. Therefore, the
project team concluded that the differences between the results calculated using the two versions
of SWIFT were not significant for present purposes, namely comparing flow paths from the
centre of the site for the purposes of a repository performance assessment.

The project team then compared the results from the base case with those calculated for the two
variant bounding calculations. Figure 4.20 shows the difference between the Darcy flux in the
base case and that in the variant with freshwater everywhere. As shown in Figure 4.20(a), in the
immediate vicinity of the WIPP site the difference in the direction of the Darcy velocity in the
two cases is generally less than 10°. To the south of the site, the difference in the direction of the
Darcy velocity is up to 70°. In this region, the flow in the base case was generally directed to the
south or south-east, whereas in the variant with freshwater everywhere, the flow is directed in a
more westerly direction towards the Nash Draw, as expected. The maximum difference in the

magnitude of the Darcy flux in the region to the south of the site is about 50%, which is small
compared to the uncertainties in the transmissivity field.

Figure 4.21 presents a comparison of the head calculated for the variant with freshwater
everywhere with that calculated for the base case. The pathlines from the centre of the site in the
two cases are also shown. As can be seen, the groundwater flow path from the centre of the site
in the variant does not differ significantly from that in the base case. In both cases the path runs
through the high-transmissivity channel postulated by LaVenue et al. [1990]. This is consistent
with the changes to the direction of the Darcy flux discussed above, because the largest changes
occur on either side of the postulated high-transmissivity channel.

In the case in which the salinity was increased by 50% everywhere, the difference in the
direction of the Darcy velocity was generally less than about 10°, except for a small region near
the northern boundary of the site. The flow path from the centre of the site therefore followed a
very similar path to that in the base case (see Figure 4.21(b)).

Overall the project team concluded that the uncertainties in the salinity (and hence groundwater
density) did not significantly affect the flow paths in the Culebra Dolomite from the centre of the
site, calculated on the basis of the conceptual model of LaVenue et al. [1990]. These paths,
which are the important paths in a performance assessment, followed the high-transmissivity
channel postulated by LaVenue et al. [ 1990]. This channel provides a preferred route for
groundwater flow from the site towards the south because of its high transmissivity relative to
the rocks on either side of it. The project team concluded that the flow paths were controlled by
the transmissivity distribution, and they suggested that field studies to further characterize the
high-transmissivity channel should be an important part of future site investigations.
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4.5.4 BGR

The results of the preliminary modelling undertaken by BGR to assist in the development ofa

reasonable model showed that:

(i) element aspect ratios should not exceed 100;

(ii) horizontal pressure gradients were generated at the margins of the halite, which were
assumed to be sharp and vertical. These pressure gradients lead to convection cells, which
needed a finer grid to resolve at the end of the lower halite bed in the unnamed lower
member;

(iii) the use of a realistic permeability distribution led to an erratic velocity distribution because
of the high permeability contrasts between different layers. The differences in permeability
were therefore smoothed so that the contrasts did not exceed two orders of magnitude;

(iv) the combination of the fixed-pressure boundary condition at the top of the model, which
was taken to be the water table, together with a top surface determined by linear
interpolation between measured elevations at several locations led to an unrealistic flow
field near changes in surface slope. This problem was resolved by modifying the top-
surface boundary condition.

Once a reasonable model had been set up, a transient flow simulation was performed. It was
found that steady-state conditions were only approached very slowly. Figure 4.22 illustrates the
flow field at four million years, which was taken to be close to steady state. Infiltration occurs
over almost all of the top boundary of the model. The infiltration rate was found to be mostly
less than 60mm per year, which is consistent with inferred palaeo-precipitation rates. The
infiltration represents about 10% of the inferred precipitation rate during the last glacial
maximum 20000 years ago [Swift, 1991]. The groundwater largely flows round the halite zones
in the eastern part of the model. The flow in the Culebra outside the halite zones is several orders
of magnitude larger than that in the halite zones.

The salt concentration is loosely related to the halite zones. The salt plume reached the surface in
the eastern part of the site, but is quite narrow west of the WIPP site. The steep concentration
gradients in the Culebra Dolomite that were recorded in the field are reproduced by the model
(see Figure 4.23); and the model has nearly fresh water in the Magenta Dolomite at the position
at which this was measured.

Interpretations of groundwater chemistry suggest that the water in the Culebra in the WIPP area
may be greater than 12000 years old [Lambert and Harvey, 1987, Siegel et al., 1991]. This
estimate was compared with groundwater ages estimated by tracking back along pathlines
through the WIPP site (see Figure 4.24), which gave ages of 29000 years for the groundwater
on the Western boundary of the WIPP site and 22 million years for the groundwater on the
Eastern boundary. (These travel times do not take account of dispersion and so only provide an
indication of groundwater age.)

These results suggest that the model is reasonable. It should be noted that the model was not
fully calibrated. The permeabilities used were based on a first estimate of realistic parameters.
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Overall the model shows that transport of salt in the eastern part of the region is dominated by
diffusion and the flow velocities are very low. The salt plume does not spread west of the halite
zones into the dolomites. Density effects have only a minor effect on the flow field, as
confirmed by further investigations. The main factor affecting the flow field is the distribution of
permeability, with its large heterogeneities.

The most important result of the study is that significant vertical leakage occurs into the Culebra
Dolomite. Figure 4.25(a) shows the vertical flux through the Tamarisk Member, and
Figure 4.25(b) shows the horizontal flux in the Culebra Dolomite. The calculated infiltration
rates at the WIPP site and to the east of it are low (less than 1mm per year) which suggests that
very little precipitation is needed to maintain the vertical leakage into the Culebra Dolomite.

4.5.5 SNL

The results of the modelling [Corbet and Wallace, 1993 ] undertaken by the SNL project team are
illustrated in Figures 4.26. Figure 4.26(a) shows the initial calculated head distribution in the
Culebra. This is a subdued replica of the land-surface topography, even though there are four
model layers between the Culebra and the surface with a hydraulic conductivity five orders of
magnitude smaller than that of the Culebra.

Figure 4.26(b) shows the calculated head in the Culebra after 21000 years (at the end of the dry
period). The head has decreased everywhere, with the greatest decrease in regions of high head.
Figure 26(c) shows the head after a further 20000 years during which the infiltration was
maintained at 0.5mm per year. As can be seen, even this very low value of infiltration is
sufficient to restore heads in the Culebra to levels approaching the initial values.

Figure 4.26(d) shows the distribution of vertical leakage after the first 21000 years. The pattern
is similar to the initial one, although in some areas the directions of vertical flow have reversed.
The project team also compared the relative magnitude of the horizontal and vertical fluxes into
the Culebra in the rectangular region shown in Figure 4.26(d), and found that about 57% of the
total flux entering the region is due to vertical flow and about 32% of the outflow is due to
vertical flow.

The project team noted that there were large uncertainties in many of the parameters of the model

and various simplifying assumptions had been made in their modelling, so that the model should

not be taken too literally. Rather the modelling should be considered as helping to improve

understanding of regional groundwater flow in the Delaware Basin. The calculations suggest

that:

(i)  the flow of groundwater in confined units may be strongly influenced by the overlying
water table;

(i) vertical flow through low permeability layers may have an important effect on the flow in
relatively permeable layers;

(iii) ~ climate changes may be important.

124




4.6 Tracer Test

During the course of the INTRAVAL project the participants were given the opportunity to
interact with the WIPP project. In particular the INTRAVAL participants were provided with the
opportunity to comment on designs for a proposed experiment at the WIPP site, and these
comments were taken into account by the experimentalists. It should be stressed that the ultimate
responsibility for the design of the the experiment, which was not carried out during the course
of INTRAVAL, rested with the WIPP project.

The proposed experiment was intended to examine transport of both reactive and non-reactive

tracers in the field over a range of length scales (from 6m to 60m). The objectives of the

experiment were:

(i)  to address vertical heterogeneity in the Culebra Dolomite;

(i) to try to demonstrate the significance of rock-matrix diffusion for transport through the
Culebra Dolomite;

(iii) to try to distinguish between different possible conceptual models;

(iv) to provide data on in-situ retardation properties;

(v) to obtain core samples to enable comparison of laboratory and field studies of tracer
transport;

(vi) to test the appropriateness of transport models, as opposed to simply calibrating the
models;

(vii) to study the directional characteristics of flow and transport in the Culebra Dolomite.

The experiment was to be carried out using an assembly of boreholes arranged as shown in
Figure 4.27. This allowed for measurement of transport over different distances using different
combinations of boreholes for tracer injection and measurement. The possibility of focusing on
specific horizons within the Culebra was allowed for. Two possible locations for the test were
suggested (the location of the existing H-3 hydropad, or a new location nearly one kilometre
north east of this, see Figure 4.28).

It was proposed that there would be three phases to the experiment. In the first phase, a
convergent-flow tracer test would be performed by pumping the central well and injecting
conservative (non-reactive) tracers at different levels in the other wells. The fastest flow path
identified would then be tested again using a second conservative tracer and a much larger chase
volume to try to study channelling.

In the second phase of testing another convergent-flow tracer test would be performed, pumping
the well identified as lying along the fastest flow path. Conservative tracers would again be
injected in all wells, and in addition, reactive tracers would be injected in the three wells nearest
the pumping well. The pumping rate would be changed during the test and a second set of
conservative tracers would be injected to try to study channelling and velocity-dependent
processes such as rock-matrix diffusion. In the third phase it was proposed to perform a dipole
tracer test using two of the wells that had not been pumped during the convergent-flow tests.
Again, it was proposed to change the pumping rate during the test to try to study channelling and
velocity-dependent processes such as rock-matrix diffusion.
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It was considered that the proposed experiment would provide valuable information about the
transport of both reactive and non-reactive tracers, and begin to address issues of scaling.
However, for reasons unconnected with INTRAVAL, the proposed experiment was not actually
carried out during the period of INTRAVAL. It is currently scheduled to begin towards the end
of 1995.

4.7 Conclusions

This test case provided a very valuable focus for the development and study of stochastic models
for the treatment of heterogeneity in hydrogeological properties. Two project teams (AEA and
UPV) devoted their efforts to study of such models and their application to the test case. Both
project teams developed stochastic models of the transmissivity and quantified the uncertainty in
quantities of interest in a repository performance assessment, such as the time to travel a certain
distance from the site, or the Darcy velocity at a certain position. The project teams showed that
stochastic modelling approaches can be used in practical cases relevant to repository
performance assessments. Their work should help to build confidence within the wider scientific
community in the application of stochastic groundwater flow models, which is an important part
of validation.

The AEA project team examined the uncertainties in the parameters of the stochastic model. They
showed that the estimates are biased, and that the confidence intervals may be very large, much
larger than confidence intervals estimated by linearization about the estimated parameters.
Indeed, they showed that if the correlation length was comparable to, or greater than, the size of
the domain investigated it was not possible to determine the correlation length from the measured
data. However, this did not have a significant impact on the uncertainties in quantities such as
the travel time, provided that the model was conditioned on a reasonable number of
transmissivity measurements, because the transmissivity distribution was then strongly
controlled by the data.

The project team attempted to quantify the reduction in uncertainty resulting from increased
information. They found that the uncertainties were reduced considerably by conditioning on
transmissivity data, although this is probably a site-specific conclusion.

The project team also examined the issues involved in validation of stochastic models. They
recommended the use of statistical hypothesis-testing techniques. They showed that it was
possible using this approach to demonstrate that some models were unlikely to be adequate
explanations of the data. The project team noted that it was possible that there might be more
than one model that was an adequate explanation of the data.

The project team was developing methods for conditioning on measured heads, and on transient
responses. However, they noted that if all the data were used to condition the model, the only
checks that could be applied to the model were internal consistency checks.

The UPV project team undertook an extensive exploratory data analysis, including an attempt to
correlate the variability in transmissivity with geology. Unlike the AEA project team who
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considered that an isotropic model was adequate, the UPV project team considered that there
was an overall East to West trend in the data, which was best represented by an anisotropic
zonal variogram.

The project team developed a technique for conditioning on heads, which was quite successful.

Although the project team only undertook calculations for Gaussian models, they stressed the
need to consider non-Gaussian models. For Gaussian models, regions of higher (or lower)
transmissivity than the average are not connected over distances long compared to the correlation
length. In a repository performance assessment it is important to consider models in which
regions of high transmissivity are connected over long distances, as these may form fast flow
paths, which may lead to the main radiological consequences of the repository.

The AECB project team devoted its efforts to examining the impact of uncertainties in the
distribution of salinity on a performance assessment. They concluded that the flow paths from
the centre of the site were largely controlled by the distribution of transmissivity and that the
distribution of salinity only had a small effect.

The BGR and SNL project teams addressed issues relating to the choice of conceptual model.
The BGR team developed a two-dimensional vertical cross-section model and the SNL project
team developed a three-dimensional model. Both teams showed the importance of vertical flow
between the Culebra and the lower permeability units above and below it. The BGR team
compared results from their model with inferred groundwater ages, inferred palaeo-precipitation
rates and experimental measurements of salinity and found reasonable agreement.

All the project teams stressed the need to take account of information about the geology in setting
up the models.

It is desirable to consider alternative models. In particular, it was shown that vertical flow
through low permeability formations may affect the flow in much higher permeability confined
formations, and that it may be necessary to consider the effects of climate change.

One of the valuable aspects of this test case was that it provided a valuable opportunity for
modellers and experimentalists to interact. During the course of the INTRAVAL project the
participants were given the opportunity to comment on designs for a proposed experiment at the
WIPP site, which was intended to examine transport in the field of both reactive and non-
reactive tracers over a range of length scales from 6m to 60m, and their comments were taken
into account by the experimentalists. It should be stressed that the ultimate responsibility for the
design of the experiment rested with the WIPP project.

The test case provide a valuable opportunity to explore the issues involved in validation of field-
scale models of groundwater flow and transport. As can be seen from the above discussion, the
different project teams tackled different aspects of the test case. There was some overlap
between the issues addressed by AEA and UPV, and between the issues addressed by BGR and
SNL, although the approaches used by the different project teams differed in detail. Taken
together, the conclusions reached by the project teams were generally consistent, and helped to
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build up the picture of flow and transport at the WIPP site. Overall, the work undertaken on this
test case should help to build confidence in models of the hydrogeology of the WIPP site.
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Figure 4.1 The location of the Waste Isolation Pilot Plant in New Mexico, USA.

129




0
Svr'nn
Soring
N @ Rench Well
Barn Well

2000/ Pechel®
Well

(j 2D e€roa ¥ MODEL AREA
1 uges 1 O°
? Mo F
e t ryl Peay
Ji$ - 3 o
r\

y .p"
'\
- I
i, ©
240,

h -]
. )
;" y Olensst Qremcin =t
. ol
=3, g % é" Surface Contours in ft amsli

Figure 4.2 The topography in the WIPP region. The nearly square region is the WIPP site
itself, and the large rectangle is the region modelled in the original studies of
LaVenue et al. [1990] and in the studies of the AEA, UPV and AECB project teams
reported here.

7

L

Scale (km)

130



SYSTEM | SERIES GROUP FORMATION MEMBER
RECENT | RECENT SURFICIAL DEPOSITS
QUATERN-]| PLEISTO- MESCALERO CALICHE
ARY CENE GATUNA N
TRIA DOCKUM UNDIVIDED ]
DEWEY LAKE
RED BEDS
Forty-niner
Magenta
RUSTLER Tamarisk
E Culebra
(@) Unnamed
T
8 Upper
SALADO McNutt
4 Lower
<
=
W CASTILE
o
<
=<
- > BELL CANYON
< |3
5 s
b w
2 < CHERRY
)
a % CANYON
o BRUSHY
CANYON
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Figure 4.9 The location of the region modelled by the SNL project team. The region modelled
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Figure 4.11

(a) (b)

(¢) (d)

Realizations of the transmissivity field obtained by the AEA project team for
the stochastic model with a constant mean and an exponential covariance (with
parameters estimated by fitting to the experimental variogram). (a) the field
obtained by interpolating between the measurements using kriging, (b), (c)
and (d) three conditioned realizations. (Light denotes high transmissivity and
dark denotes low transmissivity.)
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Figure 4.12

The (freshwater) head field computed by the AEA project team for the
transmissivity realizations shown in Figure 4.11.
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Figure 4.13 Pathlines computed by the AEA project team for 300 realizations of the
transmissivity field for the stochastic model with an exponential covariance.
(a) realizations conditioned on all 39 transmissivity measurements in the
domain modelled, (b) realizations conditioned on 20 transmissivity
measurements only, (c) realizations conditioned on 10 transmissivity
measurements only, (d) unconditioned realizations. (The ticks around the
boundary are spaced at 1km intervals, the central square is the WIPP site
itself, and + denotes a borehole at which the measured transmissivity was
used to condition the realizations.)
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Figure 4.14 The probability density function and cumulative distribution function for the
logarithm (to base ten) of the travel time (in seconds) from the location of
borehole H-1 to the boundary of the domain modelled as obtained by the AEA
project team from results for 300 realizations. The vertical line in each plot is
at the travel time in the transmissivity field obtained by interpolating the data
using kriging (see Figure 4.11(a)).
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Culebra Dolomite.
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Figure 4.16 The comparison produced by the UPV project team of the probabilities of the
declustered values of the logarithm of the transmissivity with a normal
probability distribution. The Kolmogorov-Smirnov statistic is just the largest
vertical difference between a point on this plot and the line with unit slope. If
this statistic is greater than the critical value then it is unlikely that the
declustered data are samples from from a normal distribution.
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Figure 4.17 The directional variograms obtained by the UPV project team.
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Figure 4.18 Comparison of observed heads and heads calculated by the UPV project team.
The Figure presents the measured heads in order of increasing magnitude
(shown by a square), the corresponding heads computed for a realization
conditioned on measured values of Z only (shown by +), and the
corresponding heads computed after the realization was conditioned on
measured heads as well using the technique developed by the UPV project
team (shown by .). As can be seen the match to observations has been
considerably improved by conditioning on the head data.
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Figure 4.25

Groundwater fluxes computed by the BGR project team. (a) the vertical flux
through the Tamarisk Member (MASS FLUX TAMARISK), and (b) the
horizontal flux in the Culebra Dolomite (MASS FLUX CULEBRA).
(WIPP-NBD denotes the northern corners of the WIPP site and WIPP-SBD
denotes the southern corners of the WIPP site.)
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(a) (®)

Figure 4.26

(c) GY

Illustration of the results obtained by the SNL project team. (a) the initial
calculated head field, (a) the calculated head field after 21000 years (at the end
of the dry period), (b) the calculated head after a further 20000 years in which
infiltration was maintained at 0.5mm per year, (d) the distribution of vertical
leakage (the region of downward flux is shown stippled). The rectangular
region in (d) is the region for which horizontal and vertical fluxes were
compared by the project team.
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Figure 4.27 The layout of the boreholes in the proposed tracer experiment.
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