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ORGANISATION FOR ECONOMIC CO-OPERATION AND DEVELOPMENT 

The OECD is a unique forum where the governments of 30 democracies work together to address the economic, social and 
environmental challenges of globalisation. The OECD is also at the forefront of efforts to understand and to help governments respond to 
new developments and concerns, such as corporate governance, the information economy and the challenges of an ageing population. The  
provides a setting where governments can compare policy experiences, seek answers to common problems, identify good practice and work 
to co-ordinate domestic and international policies. 

The OECD member countries are: Australia, Austria, Belgium, Canada, the Czech Republic, Denmark, Finland, France, Germany, 
Greece, Hungary, Iceland, Ireland, Italy, Japan, Korea, Luxembourg, Mexico, the Netherlands, New Zealand, Norway, Poland, Portugal, the 
Slovak Republic, Spain, Sweden, Switzerland, Turkey, the United Kingdom and the United States. The Commission of the European 
Communities takes part in the work of the OECD. 

OECD Publishing disseminates widely the results of the ’s statistics gathering and research on economic, social and environmental 
issues, as well as the conventions, guidelines and standards agreed by its members. 

This work is published on the responsibility of the Secretary-General of the OECD. The  
opinions expressed and arguments employed herein do not necessarily reflect the official  
views of the  or of the governments of its member countries. 

NUCLEAR ENERGY AGENCY 

The OECD Nuclear Energy Agency (NEA) was established on 1st February 1958 under the name of the OEEC European Nuclear 
Energy Agency. It received its present designation on 20th April 1972, when Japan became its first non-European full member. NEA 
membership today consists of 28 OECD member countries: Australia, Austria, Belgium, Canada, the Czech Republic, Denmark, Finland, 
France, Germany, Greece, Hungary, Iceland, Ireland, Italy, Japan, Luxembourg, Mexico, the Netherlands, Norway, Portugal, Republic of 
Korea, the Slovak Republic, Spain, Sweden, Switzerland, Turkey, the United Kingdom and the United States. The Commission of the 
European Communities also takes part in the work of the Agency. 

The mission of the NEA is: 
– to assist its member countries in maintaining and further developing, through international co-operation, the scientific, 

technological and legal bases required for a safe, environmentally friendly and economical use of nuclear energy for peaceful 
purposes, as well as 

– to provide authoritative assessments and to forge common understandings on key issues, as input to government decisions on 
nuclear energy policy and to broader OECD policy analyses in areas such as energy and sustainable development. 

Specific areas of competence of the NEA include safety and regulation of nuclear activities, radioactive waste management, 
radiological protection, nuclear science, economic and technical analyses of the nuclear fuel cycle, nuclear law and liability, and public 
information. 

The NEA Data Bank provides nuclear data and computer program services for participating countries. In these and related tasks, the 
NEA works in close collaboration with the International Atomic Energy Agency in Vienna, with which it has a Co-operation Agreement, as 
well as with other international s in the nuclear field. 
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translation rights should be submitted to rights@oecd.org. Requests for permission to photocopy portions of this material for public or commercial use shall be addressed directly to the Copyright 
Clearance Center (CCC) at info@copyright.com or the Centre français d'exploitation du droit de copie (CFC) contact@cfcopies.com. 
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COMMITTEE ON THE SAFETY OF NUCLEAR INSTALLATIONS 

The NEA Committee on the Safety of Nuclear Installations (CSNI) is an international committee made up 
of senior scientists and engineers, with broad responsibilities for safety technology and research 
programmes, and representatives from regulatory authorities.  It was set up in 1973 to develop and 
co-ordinate the activities of the NEA concerning the technical aspects of the design, construction and 
operation of nuclear installations insofar as they affect the safety of such installations. 

The committee’s purpose is to foster international co-operation in nuclear safety amongst the OECD 
member countries.  The CSNI’s main tasks are to exchange technical information and to promote 
collaboration between research, development, engineering and regulatory s; to review operating experience 
and the state of knowledge on selected topics of nuclear safety technology and safety assessment; to 
initiate and conduct programmes to overcome discrepancies, develop improvements and research 
consensus on technical issues; to promote the coordination of work that serve maintaining competence in 
the nuclear safety matters, including the establishment of joint undertakings. 

The committee shall focus primarily on existing power reactors and other nuclear installations; it shall also 
consider the safety implications of scientific and technical developments of new reactor designs.  

In implementing its programme, the CSNI establishes co-operative mechanisms with NEA’s Committee on 
Nuclear Regulatory Activities (CNRA) responsible for the program of the Agency concerning the 
regulation, licensing and inspection of nuclear installations with regard to safety.  It also co-operates with 
NEA’s Committee on Radiation Protection and Public Health (CRPPH), NEA’s Radioactive Waste 
Management Committee (RWMC) and NEA’s Nuclear Science Committee (NSC) on matters of common 
interest. 
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EXTENSION OF CFD CODES APPLICATION TO TWO-PHASE FLOW SAFETY PROBLEMS 

PHASE 2 
 

By D. Bestion, H. Anglart, J. Mahaffy, D. Lucas, C.H. Song, M. Scheuerer, G. Zigh, 
M. Andreani, F. Kasahara, M. Heitsch, E. Komen, F. Moretti, T. Morii, P. Mühlbauer, 

B.L. Smith, T. Watanabe 

EXECUTIVE SUMMARY 

This document is an extension of the NEA/SEN/SIN/AMA(2006)2 report produced by the Writing 
Group 3 on the extension of CFD to two-phase flow safety problems, which was formed following the 
recommendations made at the “Exploratory Meeting of Experts to Define an Action Plan on the 
Application of Computational Fluid Dynamics (CFD) Codes to Nuclear Reactor Safety Problems” held in 
Aix-en-Provence, in May 2002. Extension of CFD codes to two-phase flow may provide insights to 
smaller scale flow processes which were not seen by present tools. Using such tools as part of a safety 
demonstration may bring a better understanding of physical situations, more confidence in the results, and 
an estimation of safety margins. The improved computer performance allows for a more extensive use of 
3D modelling of two-phase Thermal hydraulics with finer nodalization. However, models are not as 
mature as in single phase flows and a lot of work has still to be done on the physical modelling and 
numerical schemes in such two-phase CFD tools. The Writing Group listed and classified the NRS 
problems where extension of CFD to two-phase flow may bring real benefit and also classified different 
modelling approaches. First ideas were reported about the specification and analysis of needs in terms of 
validation and verification. 

Following the preliminary report mentioned above, it was suggested to focus further activity on a limited 
number of NRS issues with a high priority and a reasonable chance to be successful in a reasonable period 
of time. As a result of recommendations from this report, a second step was taken with WG3, resulting in 
this report. 

The objectives of the WG3-step 2 activity are: 

• Selection of a limited number of NRS issues where extension of CFD to two-phase flow may 
bring real benefit. 

• Identification of the remaining gaps in the existing approaches for each selected NRS issue. 

• Review of the existing data base for validation of two-phase CFD application to the selected NRS 
problems. Identification of needs for additional experimental validation. 

• Identification of a matrix of numerical benchmarks of special interest for the selected NRS 
problems. 

• Establishment of the foundation of Best Practice Guidelines for two-phase CFD application to the 
selected NRS problems. 
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The action was carried out by the writing group WG3. Three meetings were held in the period from 
March 2006 to May 2007. Tasks were assigned to each group member to supply information on specific 
NRS issue. Information was gathered from published literature, from International Conferences and from 
European projects such as NURESIM of the sixth FP. A close liaison was maintained with the other two 
CFD Writing Groups and WG3 contributed to the organisation of the CFD4NRS workshop in 
September 2006 and of the XCFD4NRS workshop in September 2008. 

 
Six NRS problems where two-phase CFD may bring real benefit were selected to be further analysed in 
more detail: 

• Dry-out investigations. 
 

• DNB investigations. 
 

• Pressurised thermal shock (PTS). 
 

• Pool heat exchanger. 
 

• Steam discharge in a pool. 
 

• Fire analysis. 

These are high priority issues from the point of view of nuclear safety with some investigations currently 
ongoing and their CFD investigations have a reasonable chance to be successful in a reasonable period of 
time. They address both the present generation of PWR & BWR and the Generation-3 water reactors and 
address all flow regimes so that they may, to some extent, envelop many other issues. 

A general multi-step methodology was applied to each issue to identify the gaps in the existing approaches. 
Many options are possible when using two-phase CFD, for the basic model (one-fluid, two-fluid, 
multi-field), for the averaging or filtering of turbulent and two-phase scales (using  RANS, URANS, 
VLES, LES), for the treatment of the interface either by an Interface Tracking Method (ITM) or 
statistically by calculating quantities such as a volume fraction or an interfacial area. The choices have to 
be justified after an in depth analysis of the issue and an identification of all basic flow processes. Then 
closure relations have to be selected or developed for interfacial transfers, turbulent transfers and wall 
transfers and a validation test matrix has to be established to validate all the models in a separate effect 
way. Many consistency checks are necessary to build the CFD application on a physically sound basis. 

The method was applied to the six selected issues resulting in an updated state of the art, and the gaps were 
identified in the modelling. Available data for validation were reviewed and the needs of additional data 
were identified. Verification tests were also identified. A few benchmarks are proposed for future activity. 

Although two-phase CFD is still not very mature, a first approach of Best Practice Guidelines (BPG) is 
given which should be later complemented and updated.  

The main results of this work are here summarised here: 

For the six selected issues, the theoretical framework was made so clear that the selection of the basic 
model options was possible, even if some choices remain partly open and require further benchmarking 
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between options. The method for modelling polydispersion in boiling bubbly flow, the use of an ITM or a 
more simple Large Interface identification for free surfaces in PTS investigations are examples where 
further developments and comparisons are still necessary. 

For each selected issue, an experimental test matrix already exists which provides very valuable 
information for model validation. However, in each case, there are still some deficiencies and needs were 
identified, requiring new “CFD-grade” experiments equipped with advanced local instrumentation. The 
present status of closure laws used for the selected issues reflects the merits and limits of the validation 
matrix. Further effort is recommended to propose a strategy of validation with a clear definition of separate 
effect tests, global tests, and demonstration tests, and of their respective roles in the whole validation 
process. 

 
The verification issue has to be revisited more systematically and an effort is required to define more 
specific 3-D benchmarks. Two ways are recommended: 

• The use of the Method of Manufactured Solutions should be promoted in two-phase CFD to 
produce tests with analytical solutions. 

• New experiments with simple prototypic flow configurations should be produced with very well 
defined initial and boundary conditions and well instrumented local measurements of possibly all 
principal variables.  

Before having a comprehensive Verification Matrix, it was decided to select a benchmark test (or a few) 
for each NRS issue to provide at least an evaluation of the present capabilities and limitations, and to 
promote further progress.  

The proposed multi-step methodology gives a first approach to Best Practice Guidelines for two-phase 
CFD by inviting users to formulate and justify all their choices and by listing some necessary consistency 
checks. Some methods for the control of numerical errors are also given, as a part of the BPG. 

The work performed by the Writing Group confirms that two-phase CFD is becoming a useful tool, 
complementary to system codes, for safety investigations. At this point it cannot be used to perform system 
safety demonstrations to determine the safety of a plant, however it provides insights into small scale flow 
processes, and provides a better understanding of physical situations. It is already a useful tool for safety 
analysis and may become a tool for safety demonstration when all the steps of the methodology have been 
correctly addressed including uncertainty evaluation. 
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1. INTRODUCTION 

The Writing Group 3 on the extension of CFD to two-phase flow safety problems was formed following 
recommendations made at the “Exploratory Meeting of Experts to Define an Action Plan on the 
Application of Computational Fluid Dynamics (CFD) Codes to Nuclear Reactor Safety Problems” held in 
Aix-en-Provence, in May 2002. Extension of CFD codes to two-phase flow is significant potentiality for 
the improvement of safety investigations, by giving some access to smaller scale flow processes which 
were not explicitly described by present tools. Using such tools as part of a safety demonstration may bring 
a better understanding of physical situations, more confidence in the results, and an estimation of safety 
margins. The increasing computer performance allows a more extensive use of 3D modelling of two-phase 
Thermal hydraulics with finer nodalization. However, models are not as mature as in single phase flow and 
a lot of work has still to be done on the physical modelling and numerical schemes in such two-phase CFD 
tools.  

The Writing Group listed and classified the NRS problems where extension of CFD to two-phase flow may 
bring real benefit, and classified different modelling approaches in a first report (Bestion et al., 2006). First 
ideas were reported about the specification and analysis of needs in terms of validation and verification.  

It was then suggested to focus further activity on a limited number of NRS issues with a high priority and a 
reasonable chance to be successful in a reasonable period of time. The WG3-step 2 was decided with the 
following objectives: 

• Selection of a limited number of NRS issues having a high priority and for which two-phase CFD 
has a reasonable chance to be successful in a reasonable period of time. 

• Identification of the remaining gaps in the existing approaches using two-phase CFD for each 
selected NRS issue. 

• Review of the existing data base for validation of two-phase CFD application to the selected NRS 
problems. Identification of needs for additional experimental validation. 

• Identification of a matrix of numerical benchmarks of special interest for the selected NRS 
problems. 

• Establish the foundation of Best Practice Guidelines for two-phase CFD application to the 
selected NRS problems. 

This document is an extension of the first report produced by the Writing Group 3. A few NRS problems 
where two-phase CFD may bring real benefit are first selected to be further analysed in more detail 
according to some criteria. They must be high priority issues from the point of view of nuclear safety with 
some investigations going on and CFD investigations must have a reasonable chance to be successful in a 
reasonable period of time. They must address both the present generation of PWR & BWR and the 
Generation 3 water reactors and should possibly address all flow regimes so that they may, to some extent, 
envelop many other issues. 
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A general multi-step methodology for application of two-phase CFD to nuclear safety issues is proposed. 
Many options are possible when using two phase CFD, for the basic model (one-fluid, two-fluid, 
multi-field,…), for the averaging or filtering of turbulent and two-phase scales (using  RANS, LES,…), for 
the treatment of the interface either by an Interface Tracking Method or statistically by a volume fraction, 
an interfacial area equation,… The choices have to be justified after an in-depth analysis of the issue and 
an identification of all basic flow processes. Then closure relations have to be selected or developed for 
interfacial transfers, turbulent transfers and wall transfers, and a test matrix has to be established to validate 
all the models in a separate effect way.  

The method has been applied to the selected issues resulting in an updated state of the art and gaps were 
identified in the modelling. Available data for validation were reviewed and needs of additional data were 
identified.  

Verification tests were also identified. A few benchmarks are proposed for future activity. 

Although two-phase CFD is still not very mature a first approach of Best Practice Guidelines is given 
which should be later complemented and updated.  

D. Bestion, H. Anglart, B.L. Smith, J. Royen, M. Andreani, J. Mahaffy, F. Kasahara, , E. Komen, P. 
Mühlbauer, T. Morii, Extension of CFD Codes to Two-Phase Flow Safety Problems, 
NEA/SEN/SIN/AMA(2006)2 
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2. SELECTION OF A LIMITED NUMBER OF NRS ISSUES  

2.1 Selection criteria 

A limited number of issues for which two-phase CFD has a reasonable chance to be successful in a 
reasonable period of time were selected according to the following criteria: 

• High priority issues: the selected issues should be considered as high priority from the point of 
view of nuclear safety. The existence of some on-going investigations in the industry or research 
projects related to these issues was also considered.  

• Chance to be successful: only issues having a reasonable chance to be successful in a reasonable 
period of time have been selected, this reasonable period of time being about five years. It 
depends in particular on the maturity of present numerical tools to handle the issue. The ranking 
of issues performed in the previous report (Bestion et al., 2006) was used in this selection. 
“High” maturity was applied to the case in which sufficient information was available, all related 
phenomena were well identified, and models were developed for each phenomenon, 
improvements being welcome for some of them. “Medium” maturity was applied when a 
publicised background exists, most basic phenomena are supposed to be well identified, and 
some models exist which require improvements and validation. “Low” maturity was applied to 
the case in which no trusted information was available on the validity of existing models. Only 
“High” maturity and “Medium” maturity issues were considered. 

• Availability of data: only issues for which some data sources are available to allow a validation 
of the physical models were considered. CFD grade data with a high density of local 
measurements are often necessary for a validation of the physical models in a “separate effect” 
way. More global experimental data with mixed effects are also required to check the consistency 
of the whole model. 

• Covering all water reactors: the selected list of issues should address both present generation of 
PWR & BWR and the advanced (generation 3) water reactors including passive reactors. 

• Covering all flow regimes: the selected list of issues should cover all flow configurations 
(dispersed-bubbly, dispersed-droplet flow, free surface flow,…) so that they may, to some extent, 
envelop many other issues. 

Remark: After review of the state of the art for each selected issue, it appears that a period of five  years 
may be largely optimistic, first for getting a credible and numerically operational physical CFD type 
modelling, secondly for getting the necessary missing detailed experimental data and finally for 
incorporating the experimental findings in the models. 
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2.2 The selected issues 

The issues about CHF (both DNB and Dry-out) and Pressurised Thermal Shock were investigated in the 
NURESIM Integrated project of the 6th Framework Program where 14 partners (CEA, EDF, FZD, GRS, 
PSI, ASCOMP, KTH, University of Pisa, JSI, LUT, VTT, UCL, KFKI, NRI) are using and developing 
two-phase CFD.  

PWRs are clearly concerned with DNB and PTS issues; BWRs are clearly concerned with dry-Out and 
“Steam discharge in a pool”, whereas “pool heat exchanger” and “steam discharge in a pool” are important 
issues for all advanced passive reactors. 

The opportunity of selecting the issue about “containment Thermalhydraulics” was discussed. This topic 
will not be treated here in order to avoid overlapping with other GAMA activities. 

The opportunity of selecting the issue about Reflooding was also discussed. Although this is a very old 
issue, the present simulation tools (the system codes) will appear very old fashioned in one, two, or three 
decades in comparison to what will exist in the CFD world. First attempts to use CFD should be made at 
least to attract some young scientists and to keep some expertise on this important accidental sequence. 
However due to the lack of an experiment having enough local measured data, the issue was not selected. 

Fire analysis is the only considered issue which is not dealing with steam-water flows and it belongs to a 
rather different domain from the others. However it was found that CFD investigations of fires and of the 
steam-water issues encountered very similar difficulties and have many common features.   

Six issues have been finally selected for detailed study:  

• Dry-out investigations. 

• DNB investigations. 

• Pressurised Thermal Shock (PTS). 

• Pool Heat Exchanger. 

• Steam discharge in a pool. 

• Fire analysis. 

Looking at all possible local interface configurations of two-phase flows, there are a limited number of 
possibilities: 

• Dispersed bubbles in a continuous liquid. 

• Dispersed droplets or particles in a continuous gas phase. 

• Separate-phase flow at the vicinity of the interface such as a free surface in a stratified flow or a 
surface of a liquid film. In both cases there are only two continuous fields. 

• Presence of two continuous fields and two dispersed fields. This is the case of a stratified flow 
when droplets are above the liquid surface and bubbles below, a situation which may be found 
when there are waves with droplets entrained at the wave crests and when breaking waves are 
trapping bubbles below the free surface. 

Looking at all possible heat transfers, there may be heating walls, cooling walls, vapourisation or 
condensation, and heat sources due to chemical reactions. 
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Bubbly flows are encountered in DNB investigations and in pool heat exchangers, droplet flows and 
particle flows in dry-out investigations and fire analyses, free surfaces are encountered in PTS and pool 
heat exchangers, liquid films are encountered in dry-out investigations. Heating walls and vapourisation 
are present in both DNB and dry-out investigations, condensation in PTS and steam discharge in a pool. A 
free surface with bubbles below the surface is found in pool heat exchangers and at ECC injection when 
investigating PTS. The most complex situation with two continuous fields and two dispersed fields is not 
present in the selected issues. Considering the relative low maturity of two-phase CFD tools, it is expected 
that the selected five issues give the opportunity to cover many flow configurations, leaving aside only the 
most complex situations. 

2.3 A multi-step methodology for application of two-phase CFD to nuclear safety issues 

A general method of work illustrated in Figure 2.1 is proposed when using two-phase CFD for safety 
issues with successive steps: 

1. Identification of all important flow processes 

2. Main modelling choices 

2.1 Selecting a basic model 

2.2 Filtering turbulent scales and two-phase intermittency scales 

2.3 Treatment of interfaces  

3. Selecting closure laws 

3.1 Modelling interfacial transfers 

3.2 Modelling turbulent transfers 

3.3 Modelling wall transfers 

4. Verification 

5. Validation 

If the CFD tool is used in the context of a nuclear reactor safety demonstration, one may add a last step: 

6. Uncertainty evaluation 
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Figure 2.1:  General methodology for two-phase CFD application to nuclear reactor safety 

Identification of all important flow processes  

Any reactor issue involves complex two-phase phenomena in a complex geometry with many basic flow 
processes which may play a role. The user must identify all these basic thermalhydraulic phenomena 
before selecting the various code options which are available in most two-phase CFD codes. None of the 
available codes can be used as a black box which could take a complex problem and select automatically 
the adequate options to provide the adequate answer. These basic phenomena have to be ranked with 
respect to the importance in the reactor issue. This can be achieved by performing a PIRT (Process 
Identification and Ranking Table) analysis or by a similar approach. The preliminary analysis of some 
experiments simulating the problem (or part of the problem) may be of great help to identify the 
phenomena. Considering the inherent complexity of any two-phase flow, this identification of important 
processes should be revisited several times during the successive steps of the general methodology. 
Modelling work and validation work may change our mind on the relative importance of each 
phenomenon. Also analysis of some experimental data from the validation matrix may highlight some 
sensitive phenomenon which was not identified. The methodology may then be iterative. 

Modelling choices 

Three choices are necessary to select the set of balance equations which will be used for solving the 
problem and they must be consistent with each other. They are related to the separation into fields, to the 
time and space filtering, and to the treatment of interfaces. 

• The number of fields 

Any two-phase flow may be seen as a juxtaposition of several fields and/or phases. When there is a clear 
criterion to identify the limits of each field (phase) at each time t, one may define the field (phase) 
k characteristic function χk(x,t) which is 1 if the field k is present at position x at time t and zero if it is not 
present. Then local instantaneous equation for mass, momentum and energy may be multiplied by this 
χk function before proceeding to the averaging of the equations. 
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Then the three balance equations for mass; momentum and energy are averaged for each field k 
(k=1, Nfield) resulting in a set of 3*Nfield basic balance equations. 

CFD tools offer various approaches e.g. one-fluid homogeneous model, two-fluid model, multi-field 
models. A two phase flow may be seen locally as a possible juxtaposition of a continuous liquid field, a 
continuous gas field, one or several dispersed gas fields (bubbles) and one or several dispersed liquid fields 
(droplets). The separation into several fields is particularly necessary when each field has a velocity and/or 
a temperature significantly different from the others. Then the most complex basic model for two-phase 
flow would have 2 + Nb + Nd fields and 3*(2 + Nb + Nd) basic balance equations, Nb being the number of 
bubble fields, Nd being the number of droplet fields. In many cases, it is not necessary to use such a 
complex model. 

• Filtering turbulent scales and two-phase intermittency scales 

The second important choice is the choice of the type of averaging or filtering of equations. The well 
known two-fluid model usually makes a time-averaging of equations over a time period which is high 
enough compared to turbulence time scales and two-phase intermittency scales. This is fully consistent 
with the classical Reynolds Averaged Navier-Stokes (RANS) equations which are used in single phase 
flow turbulence. This requires that the time scales of the mean flow of interest are significantly larger than 
the filtered scale by the averaging, which is not always the case.  

CFD in single phase turbulent flow also has alternative models such as URANS (Unsteady RANS), 
LES (Large Eddy Simulation), or VLES (Very Large Eddy Simulation) when some large scale phenomena 
have to be deterministically treated.  

One may extend these approaches to two-phase CFD by splitting turbulent scales and two-phase 
intermittency scales into the larger ones which are simulated whereas a statistical description is applied to 
the smaller ones. 

• Treatment of interfaces 

Two-phase flows have interfaces with a wide range of geometrical configurations. There are locally 
“closed interfaces” for dispersed fields e.g. bubbles and drops, and locally open interfaces for free surfaces, 
interface of a falling film, of a jet…etc 

A deterministic treatment of an interface predicts the position of the interface in the space as function of 
time and may require an Interface Tracking Method (ITM) such as the Volume of Fluid (VOF), the Front 
Tracking (FT), the Level set (LS), Lattice Boltzmann Method (LBM) and others 

A statistical approach describes the presence of interfaces through averaged parameters such as a volume 
fraction, an interfacial area density… 

In case of a pure statistical treatment, one may need an “Identification of the Local Interface Structure” 
(ILIS) to select appropriate closure laws for the interfacial transfers. Such an ILIS is equivalent to the 
“flow regime map” used in 1D two-fluid models in system codes.  
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A local interfacial structure is defined by three items: 

1. Presence of dispersed gas field (bubbles). 

2. Presence of dispersed liquid field (drops). 

3. Presence and direction of a “Large Interface”. 

In some cases on may combine a deterministic treatment of “large interfaces” with a statistical description 
of dispersed fields. 

In a statistical description of interfaces, they are characterised at least by a volume fraction, but very often, 
additional information provided by additional equations is required for particle number density, interfacial 
area density, multi-group volume fractions (e.g. MUSIG method), or any other information on the particle 
population, pdf of the diameter,… 

Selecting Closure Laws 

• Modelling interfacial transfers 

Any kind of interface may be subject to mass, momentum and energy interfacial transfer. The formulation 
of these transfers depends on the above modelling choices, filter scale and interface treatment.  

If a “Large Interface” exists (such as a free surface), an adequate model may require the knowledge of the 
precise position of this interface, either by using an ITM or by any other method.  

When an ILIS has defined the interface structure the choice of adapted closure laws is possible.  

All mass momentum and energy interfacial transfers have to be modelled and validated on available 
Separate Effect Tests (SETs). Modelling interfacial transfers is a fundamental question in two phase flow 
whatever approach is used. CFD approach may make this process easier by using more local information 
which allows a more mechanistic approach, but this requires that sufficient local measured data are 
available for development and validation. 

• Modelling turbulent transfers 

Turbulent transfers have to be modelled and validated on available Separate Effect Tests (SETs). The 
formulation of these transfers depends on the above modelling choices on the basic model, filter scale and 
interface treatment.  

• Modelling wall transfers 

Momentum and energy wall transfers have to be modelled (though adequate wall functions) and validated 
on available Separate Effect Tests (SETs). 

Verification 

Pure numerical benchmarks may be necessary to check the capabilities of the numerical scheme and to 
measure the accuracy of the resolution.  
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The method will be applied to each of the selected issues and gaps will be identified at every step of the 
method for every issue in the following sections of the report. 

When such a methodology will have been applied to a large number of two-phase flow situations, precise 
guidelines could be given to CFD code users to select the right options appropriate for the specific 
application. At present, only limited foundations of such Best Practice Guidelines will be given. 

Validation 

A matrix of validation tests (and possibly also of demonstration tests) has to be defined and used. 
Demonstration tests may be necessary to demonstrate the capability of a modelling approach to capture all 
the basic flow processes at least qualitatively, and validation tests including separate effect tests and global 
tests are necessary to evaluate quantitatively the models for interfacial, turbulent and wall transfer terms of 
the equations, as far as possible in a separate effect way. DNS results may also be used to some extent as 
complementary to experimental validation. However, only fully validated DNS simulations may be used as 
“numerical experiments”. 
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3. THE DRY-OUT INVESTIGATIONS 

3.1 Definition of the Dry out issue and identification of all Important Flow Processes  

One of the major limiting factors in the safe operation of Boiling Water Reactors (BWR) is the occurrence 
of dry out, which manifests itself with break-up or disappearance of the liquid film in diabatic annular two-
phase flows. Due to dry out, the heat transfer between cladding and coolant is significantly deteriorated 
and, as a result, the cladding temperature rapidly increases. This, in turn, can cause damage to the cladding 
and can lead to a release of fission products to the coolant. Figure 3.1 shows a typical configuration of 
annular flow in a heated channel. The liquid phase exists as a liquid film, which is attached to walls, and as 
droplets, which are carried in the central part of the channel by the vapour phase. The mass flow rate in the 
liquid film is changing due to several mass transfer mechanisms. Due to hydrodynamic forces acting on the 
liquid film surface, a certain amount of liquid from the liquid film is entrained into the vapour core as 
droplets. The entrainment rate of droplets from the liquid film is usually expressed in units of kg/m2/s, 
which corresponds to the mass of liquid entrained from a unit film surface in a unit time interval. Clearly, 
the liquid film is depleted due to the drop entrainment. Another mechanism that is causing liquid film 
depletion is associated with evapouration due to heating applied to walls. These two mechanisms must be 
counterbalanced by the drop deposition from the vapour core to the liquid film surface to avoid the film 
dry out. 

 

Figure 3.1:  Schematic of annular flow and liquid film dry out 

There are several possible mechanisms that have been postulated for dry out (Hewitt, 1982). The first one 
is as suggested above: the liquid film dries by progressive entrainment and evapouration, which are 
prevailing in comparison to deposition and dry out occurs when the film has gone. Another possible 
mechanism is associated with a formation of a dry patch within the liquid film, causing such wall 
temperature increase that it cannot be rewetted. In some situations a sudden disruption of liquid film may 
occur beyond which the wall surface is dry. The disruption mechanism is not fully understood yet, 
however, hydrodynamic mechanisms for the disruption are postulated. For very thin liquid films dry out 
occurs when the rate of evapouration of droplets at the surface exceeds the rate at which they arrive at the 
surface due to deposition. For thicker liquid films it is postulated that dry out may occur due to vapour film 
formation under the liquid film. The mechanism of forming this vapour film might be of the same type as 
described for the DNB mechanisms. 

dryout.  
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Annular flow pattern usually is the predominant flow regime in upper core regions in Boiling Water 
Reactors. The factor that limits the total power obtained from each assembly is the risk of occurrence of 
dry out. Increasing the heat flux above some critical value can lead to dry out that is associated with a 
sudden increase in the wall temperature, which, in turn, can destroy the cladding material and allow the 
radiation releases into the primary system. Due to inaccuracy in dry out prediction as well as uncertainties 
in operating conditions, the operational heat flux must not approach the critical heat flux by some safety 
margin. In order to optimise the operating conditions, the critical heat flux must be accurately predicted 
with smaller margins than the ones existing today. 

As already mentioned, annular regime in boiling flow is characterised by a thin liquid film flowing on the 
channel walls and a gas core flowing in the central part of the channel. The droplets in the gas core 
represent a larger interfacial area than the liquid film and thus can dominate heat and mass transport 
between the phases. System pressure drop is increased by droplet acceleration in the gas core and 
depositing droplets contribute to corrosion by increasing local wall friction. 

3.2 Limits of Previous Approaches and Expected Improvements with CFD 
The currently existing approaches to predict the occurrence of dry out in nuclear fuel assemblies are as 
follows: 

• application of a correlation which is predicting dry out based on bundle-mean values of major 
flow and heat transfer parameters, such as the mass flux, the thermodynamic mean quality and 
the power distribution, 

• application of a sub-channel code in connection with a phenomenological model to predict the 
liquid film distribution on heated rods. 

In both these cases a significant amount of experimental data is needed to develop the correlations and to 
calibrate the phenomenological liquid film models. As a result, the predictive tools are limited just to the 
assemblies in which the data were obtained and are not applicable to general dry out predictions. 

The expected major improvements while employing CFD approach are as follows: 

• capability to capture the geometry influence on dry out, 

• mechanistic formulation of models based on local values of the governing parameters, leading to 
a predictive tool applicable to a wide range of the operating conditions, 

• including the effects of turbulence on two-phase flow features such as spatial distribution of 
drops, distribution of drop sizes and deposition of drops on liquid film, leading to more accurate 
predictions, 

• capability to capture from first principles the influence of spacer grids on drop size and 
deposition rates, 

• better understanding of the dry out phenomenon by analysing detailed information provided by 
CFD simulations. 

3.3 Selecting the basic model  
The computation of annular flows can be performed using either the Eulerian-Eulerian (two-fluid) or 
Eulerian-Lagrangian framework for the steam-droplet core flow. Due to presence of a liquid film on walls, 
special wall functions must be applied to account for the liquid film movement and the interface roughness 
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seen by the core flow. The most common approach to model the effect of drop dispersion and drop/vapour 
heat transfer is by means of the Lagrangian approach. This method is based on tracking of individual 
droplets in the continuous vapour phase by integrating their equations of motion. To simulate the effect of 
drop dispersion, the gas velocity is randomly sampled along trajectories, where characteristic properties of 
turbulence are determined from mean vapour flow properties. Heat and mass transfer of droplets is 
accounted for by solving the droplet mass and energy equations. For dry out predictions it is essential to 
consider interactions between droplets and a wall covered with a liquid film. However, for near-dry out 
and post-dry out heat transfer conditions, interactions between droplets and the dry wall should be 
considered as well. The liquid film itself can be treated as a third field with mass, momentum and energy 
balance equations.  

The liquid film can be included into the basic model in two ways: either as an additional field with 
pertinent conservation equations of mass, momentum and energy, or as a dedicated model that resolves the 
liquid layer on thewall surface and calculates the liquid film thickness based on the mass, momentum and 
energy balances. In the former case a consistent three-field model is obtained with conservation equations 
formulated separately for vapour, droplet and liquid film. The model must be supplemented with closure 
laws for interfacial mass, momentum, energy and turbulence transfer between the fields, as well as with 
model for adhesion effects which are responsible for the film susceptibility to move along walls. In the 
latter case, the model of the steam-droplet core flow (which can be formulated in either Eulerian-Eulerian 
or Eulerian-Lagrangian framework) is coupled with the film model through transfers of mass, momentum 
and energy at the film-core interface. 

Both above-mentioned modelling approaches can be formulated in two- and three-dimensional 
frameworks. Two-dimensional framework is especially valuable for model testing, which is typically 
performed for axisymmetric (pipe) flow conditions, and whenever computational time is of concern. 
Three-dimensional approach is recommended for most practical applications. In this approach all 
continuous fields are represented in 3D, with one notable exception for the liquid film, which can be 
modelled using either 1D, 2D or 3D approach. The mesh size should be such as to allow resolving the 
geometry details. 

3.4 Filtering Turbulent Scales and Two-Phase Intermittency Scales 
The present prediction tools are not including the modelling of turbulence and have limited capabilities to 
resolve the internal two-phase scales. Thus major improvement is expected while employing the CFD 
approach, in which these issues can be addressed. 

The most promising approach which can be applied for practical cases is based on the two-fluid, multifield 
RANS modelling of the gas core and the liquid film, where ensemble averaging is applied to the vapour, 
liquid film and the dispersed droplet field. The equations are closed with droplet-vapour interaction terms 
that describe the exchange of mass, momentum and energy. The liquid film thickness and the interface 
between the liquid film and the gas core is resolved in the ensemble-averaged sense, that is the mean liquid 
film thickness is calculated, whereas the wavy structure of the interface is not resolved and is accounted for 
with closure relationships for the interfacial mass, momentum and energy transfer. Another approach could 
employ Large Eddy Simulation (LES), in which only the smallest eddies, smaller than droplets and wave 
structure on the liquid film, will be filtered. This approach would enable inclusion of the wave motion on 
the film surface, and in particular would take into account the influence of disturbance waves on the dry 
out occurrence. 

3.5 Identification of Local Interface Structure 
The identification of the local interface structure requires employment of mechanistic closure laws which 
are based on local values of the governing flow parameters. This type of approach is practically impossible 
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for current prediction tools, since they are using typically area-averaged and bulk parameters. In contrast, 
CFD approach lends itself for the resolution of the local interface structure. 

The interface in annular two phase flows has two distinct scales: a large-scale interface exists between the 
liquid film and the continuous vapour and a small-scale interface exists between the continuous vapour and 
droplets. The large-scale interface is determined by the liquid film surface, which has a wavy structure on 
top of the base film thickness. The most important from the dry out point of view are so-called disturbance 
waves, the wave height being several times larger than the base film thickness, and which propagate with 
velocities which exceed the mean velocity of the liquid film. However, the thickness of the base film is 
also important since the triggering of dry out is due to the evapouration of the base film between two 
disturbance waves. The interfacial area can be considered proportional to the wall surface area and the 
additional area due to interfacial waves can be only considered as a roughness effect on interfacial 
transfers.  

The small-scale interface is determined by the drop size, which is an important parameter that affects the 
deposition rates and thus the dry out phenomenon. The drop size can be calculated from an algebraic 
expression as a function of local parameters. In a more sophisticated approach, the drop size can be 
determined from predictions of drop break-up and collisions. Various models for drop break-up have been 
developed, e.g. the TAB (Taylor Analogy Breakup) model (O’Rourke and Amdsen, 1987) and the 
Reitz-Diwakar model (Reitz and Diwakar, 1987). 

3.6 Modelling Interfacial Transfers 
Modelling of the interfacial transfer rates requires detailed information about local values of major flow 
parameters such as flow velocity, fluid temperature and turbulence intensity. This type of information is 
not available in present predictive tools, thus, the interface transfer rates are evaluated from correlations 
which are using bulk parameters. Such formulation may lead to inconsistent results and is not applicable 
outside of specified ranges. CFD approach is free from these limitations and can be applied for modelling 
of interfacial transfer rates in a wide spectrum of conditions. This is particularly true in complex 
geometries, such as spacer grids, where the influence of geometry features on interfacial transfer rates can 
be captured. 

The liquid phase in typical dry out situation exists in two different structures: as a continuous liquid film 
moving on walls and as a disperse phase (droplets) carried by the continuous vapour phase. Thus, there are 
three types of interactions that have to be considered: liquid film – vapour interactions, liquid film–droplet 
interactions and droplet – vapour interactions. 

The liquid film – vapour interactions include mass transfer due to evapouration of the liquid film and the 
momentum transfer due to interfacial shear and evapouration. Since usually the liquid film and the vapour 
phase are assumed to be at the saturation temperature, the energy transfer is determined by the 
evapouration rate, which results from the local value of the heat flux, thus its modeling is quite 
straightforward. 

The mass, momentum and energy transfer between droplets and the liquid film is usually modeled by 
accounting for the entrainment of droplets from the liquid film into the gas core and the deposition of 
droplets from the gas core to the liquid film. Both these effects are strongly influencing the liquid film 
thickness and thus need to be accurately predicted. Their modeling is discussed in a more detail below. 

Liquid droplets carried by a turbulent gas stream deposit on bounding walls. Deposition rate depend on 
drop dispersion in turbulent flow where particle motion is primarily governed by interactions with eddies 
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of various scales. Depending on the ratio of the particle response time to the eddy characteristic time the 
dispersion can have different characters. If this ratio is very small, particles are following the continuous 
flow structure. When the ratio is close to 1 (the time constants of eddies and particles are of the same range 
of magnitude) the dispersion of drops can be even bigger than that observed in the carrier fluid. Finally, for 
high values of the ratio particles remain largely unaffected by eddies. Due to the complexity of involved 
processes, the deposition rate is modelled in various ways. Typically, drop deposition is associated with 
two mechanisms: the diffusion process and the free-flight to the wall. For proper prediction of the 
deposition rate of droplets both these mechanisms have to be taken into account. In addition, impinging 
conditions of a drop on a liquid surface have to be considered. When a single droplet impinges a liquid 
film various phenomena can occur. The droplet can bounce from the surface or merge with the liquid film. 
Splash can occur when the drop kinetic energy is high enough. For conditions typical for BWRs, the liquid 
film is thin and the velocity of droplets is high, thus splashing and mergence are the key phenomena 
involved.  

Several mechanisms of drop entrainment from the liquid film have been identified. The dynamic impact of 
gas core causes generation of waves on the film surface, with droplets being separated and entrained from 
the crests of these waves. Important role in the drop entrainment process plays the creation and break-up of 
the disturbance waves. Another entrainment mechanism is associated with splashing associated with drop 
deposition. Finally, in a heated channel with nucleate boiling in the film, entrainment can occur due to the 
action of vapour bubbles which induce splashing. Entrainment of droplets from liquid film due to core 
dynamic action will not occur if certain critical conditions of the onset of film atomization are not satisfied. 
A number of empirical and semi-empirical correlations have been suggested in the literature for prediction 
of the critical conditions and the rate of the entrainment. Obviously, such correlations should include both 
the liquid film and the film interface properties.  

The droplets – gas core interactions include mainly the transfer of momentum due to drag, lift and 
turbulent dispersion forces. The mass and energy transfer terms are usually neglected since in non-dry out 
annular flows the two fields are in the thermodynamic equilibrium and no phase change takes place. An 
important parameter that governs the transfer rates is the local value of the interfacial area concentration, 
which, in turn, depends on the local drop diameter. Thus, the drop diameter is a part of the solution and has 
to be predicted from a model which takes into account the break-up and collision effects as well as drop 
interactions with turbulence of the continuous field. 

3.7 Modelling Turbulent Transfers 
Turbulence plays an important role in two-phase annular flows since it influences the transfer rates of mass 
and momentum between the gas core and the liquid film. When drop concentrations are very small, the 
influence of drops on turbulence in the continuous field (so-called turbulence modulation) is small and can 
be neglected. This type of approach is referred to as the one-way coupling approach, since only the 
influence of the turbulence in the continuous field on drop distribution is modelled. With moderate drop 
concentration a two-way coupling approach is used. In this approach the turbulence modification in the 
continuous phase due to droplets is taken into account. For high drop concentration (which is the case for 
most practical situations of interest) even particle-particle interactions have to be considered. 

The simplest approach to vapour turbulence will employ a two-equation turbulence model (either k-ε or k-ω), in 
which additional source terms are introduced to account for the turbulence sources and turbulence dissipation 
caused by droplets and liquid film interface. Turbulence transfer at the film interface is usually modelled using 
the standard law-of-the wall approach, possibly with a modification to account for the wavy structure of the 
interface.  

In a more advanced approach based on LES, turbulence transfer between the liquid film and gas core can 
be computed directly, provided that only eddies smaller than film surface waves and drops are filtered. 



 NEA/CSNI/R(2010)2 

 
25 
 

 

Modelling would be required for the turbulence transfer resulting from interface structures which are 
smaller than the smallest resolved turbulent eddies. 

3.8 Modelling Wall Transfers 
Prior to dry out occurrence the walls are covered with liquid films, where velocity, temperature and 
turbulence distributions can be obtained in principle in the same way as it is done for single phase flows. 
However the film may be modelled more simply with balance equations being integrated over the film 
thickness and classical wall friction coefficients are used. It should be noted that even though the liquid is 
superheated in the film, the evapouration takes place at the film interface rather than on the wall or in the 
bulk. When a dry patch is created at the onset of dry out, evapouration takes place at the wall surface and at 
its vicinity. In the dry patch the convective heat transfer to vapour and heat transfer to the impinging 
droplets must be taken into account. To this end the total wall heat flux must be partitioned into two 
corresponding parts, which will cause the vapour superheat and drop evapouration. Prediction of the wall 
surface temperature will require a simultaneous solution of heat conduction in the solid wall. 

3.9 Matrix of Validation Test Cases 
Early experiments were focused on the measurements of the total power, which was necessary for the dry 
out occurrence in a heated channel. A vast number of these experiments were performed for different 
conduit geometries in different flow conditions, with constant and variable axial and radial heat flux 
distributions. The measurements for steam-water were done in round ducts, annuli and rod clusters. The 
round duct experiments covered diameters between 3.93 and 24.95 mm (about 14 diameters), heated 
lengths in a range 400-7100 mm and pressures from atmospheric to 200 bar (Becker et al., 1963; Becker, 
1962; Becker, 1965; Becker and Hernborg, 1961; Becker et al., 1970; Becker and Ling; 1970; Becker et 
al., 1971; Söderqvist et al., 1994; Becker et al 1969; Becker, Persson, Nilsson and Eriksson, 1963). As a 
result of these measurements, the effects of diameter, heated length, pressure, mass flux, inlet sub-cooling 
and non-uniform power profile on critical heat flux were studied and correlations derived. The 
measurements in annuli covered the inner tube diameters of 9.92 – 13.8 mm and outer tube diameters of 
17.42 – 26.0 mm; heated lengths of 600 – 3650 mm and pressures of 30, 50 and 70 bar (Becker and Letzer, 
1981; Persson, 2001). Additionally to the effects mentioned for the round ducts, the influence of pin and 
grid spacers on the critical heat flux was studied for the annuli. Rod clusters of 3, 6, 7 and 36 rods in round 
and square arrangements were subject to experiments in the pressure range of 3 – 46 bar (Becker et al., 
1964; Becker and Hernborg 1964; Nilsson et al, 1983; Becker, 1967). Radial as well as axial non-uniform 
heat profiles were applied.  

For a validation of models based on the analysis of wall film flows, experimental data of pressure drops, 
including wall shear stress and interfacial shear stress, which characterise liquid film thickness and the 
onset of entrainment, respectively, are required. Also, actual measurements of film flows, film thickness, 
wave amplitude, frequencies and wave velocities are needed for the validation. Moreover, because 
complete physical models for droplet entrainment and droplet deposition are still not available, 
experimental data of these are needed to develop reliable correlations and/or computational models. 

Pressure Drop in Annular flow 

More than several thousand pressure drop measurements for steam-water and air-water mixtures in annular 
flow are reported in the literature. Würtz (1978) has reported more than 2700 measurements for 
steam-water. The measurements in tubes were carried out within the following intervals: Tube diameter 
3.2-55.9 mm, Pressure 1 – 212 bar, Mass flux 99-8210 kg/m2s. The summary of the selected 
measurements of pressure drop is given in Table 3.1. 
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Table 3.1:  Data sets of pressure drops (shear stress) for validation of dry out models 

Di: internal diameter 
Lh:  heated length 
τw wall shear stress 
τI interfacial shear stress 

Film Flow Rates 

A review of film flow measurements in steam-water mixtures in annular flow was performed by Würtz 
(1978). The film flows were measured both in tubes and in annuli. The diameters of the tubes were in 
range from 9.3 to 20 mm and the diameters for annuli were (all dimensions in mm) 19.7/23.8, 17.0/27.2 
and 17.0/26.0. Pressures were in range from 2.4 to 100 bars and mass flux from 275 to 4000 kg/m2s. Most 
of the film flow measurements were done in 60s – 70s. A summary of selected measurements is presented 
in Table 3.2. 

No Measured 
value 

Geometry Fluid  
Heating 

Flow conditions Reference 

1 ∆P 
 

Tubular test section:  
Di =10 mm,  
Lh= 9.0 m 

Annular test section:  
d1=17 mm,  
d2=26 mm,  
Lh=8.0 m   

Steam-water 
Adiabatic and diabatic 
 

P: 30, 50, 70 and 90 bar 
G: 500-3000 kg/m2s 

Würtz, 1978 

2 ∆P 
 

Plexiglass tube 
Di= 24 mm 
L= 5 m 

Air-water 
Adiabatic conditions 
 

P: atmospheric 
Gl: 9.73x10-3 – 200.3x10-3 kg/s 
Gg:  17.5x10-3 – 50.3x10-3 kg/s 
 

Andreussi, 1983 

3 ∆P 
τw  
τI  

LOTUS test rig 
Tubular section 

Di= 31.8 mm 
L= 23 m 

Air-water 
Adiabatic conditions 
 

P: 2.4 bar 
Gl: 100, 200, 300 and 500 kg/m2s 
Gg: 70-240 kg/m2s 
Temperature ambient  

Govan et al., 
1989 
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Table 3.2:  Summary of selected measurements of film flow rates 

 

Deposition Rates 

An extensive review of existing measurements of deposition rate has been presented by Okawa et al. 
(2005). The deposition rates were predominantly measured in air-water systems with low pressures. The 
techniques employed are the double film extraction, thermal method and tracer method. The internal 
diameters of the tubes for deposition rate measurements range from 9.5 mm to 57.2 mm. The proposed 
data sets of measured deposition rates for the present study are presented in Table 3.3. 

It was experimentally proven that the mode of the deposition is dependent on the droplet size. Observations 
of droplet motion (Andreussi, 1983) show that larger droplets travel across the gas core at about their 
initial velocity in a constant direction until they are deposited. This mechanism of deposition has been 
called direct impaction. At higher gas velocities where the droplets are comparatively smaller the effect of 
the initial momentum on droplet motion becomes negligible. In this case the eddy diffusion mechanism of 
deposition prevails. Bates and Sheriff (1992) have presented a summary of the previous work done on 
droplet size/velocity in vertical annular air-water two-phase flow. All above mentioned researchers have 
been performing measurements at atmospheric or close to the atmospheric pressure. The internal diameters 
of the tubes were 9.5, 32 and 51 mm. Various techniques have been employed for the measurements, 
among which such as photography, diffraction, visibility (SPC –single particle counter), LPM (SPC) and 
Phase Doppler (SPC). The sizing ranges span between 5.5 and 2500 µm. A summary of selected 
measurements are presented in Table 3.3. 

No Measured value Geometry Fluid 
Heating  

Flow conditions Reference 

1 Film flow 
Wave velocity 

acrylic resin tube  
Di:  9.525 mm 

Air-water 
Adiabatic  
 

P: 2 bar 
Gg: 18.14 & 31.75 kg/h 
Temperature ambient 
 

Cousins and Hewitt, 
1968 

2 Film flow 
Film thickness 
Wave frequency 
Wave velocity 

Tubular test section:  
Di:  10 mm,  
Lh: 9.0 m 
Annular test section:  
d1=17 mm,  
d2=26 mm,  
Lh: =8.0 m   
Lh: =3.5 m 

Steam-water 
Adiabatic & diabatic  
 

P: 30, 50, 70 and 90 bar 
G: 500-3000 kg/m2s 
 

Würtz, 1978 

3 Film flow Tubular test section 
Di:  13.9 mm 
Lh: 3.65 m 
various power profiles 

Steam-water 
Diabatic conditions 
 

P:70 bar 
G:  500 – 1750 kg/m2s 

Adamsson and 
Anglart, 2006 
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Table 3.3:  Summary of selected measurements of deposition rates 

Entrainment Rates 

When a gas phase is flowing over a liquid film, several different flow regimes are possible depending on 
the magnitude of the gas velocity. For a very small gas velocity the interface is relatively stable, however, 
as the gas velocity increases the interfacial waves appear. The amplitude and irregularity of waves become 
pronounced as the gas velocity is further increased. At sufficiently high gas flow, the capillary waves 
transform into large amplitude roll waves (disturbance waves). Near the transition to the roll wave or at a 
still higher gas velocity, the onset of entrainment occurs. 

It is not easy to make measurements of a complex process such as entrainment from film into the gas core. 
In the case of deposition, unidirectional experiments can be carried out such that entrainment is not 
occurring. No such simple scheme is available for measuring entrainment rates. It is not possible to remove 
the drops from the gas core without causing significant disturbance to the flow. Equally, it is not possible 
to get close to the source of entrainment, namely the disturbance waves from which the drops are created, 
primarily because they are moving along the walls. One way to measure entrainment is to reach a 
quasi-equilibrium state in the system where it is considered that deposition rate is equal to the entrainment 
rate. Okawa et al. (2005) presented a summary of existing experiments for the equilibrium entrainment 
rate. The measurements were performed in air-water as well as steam-water. The system pressure varied 
between 1 and 90 bars. Internal diameter of the tube was from 9.3 to 57.1 mm. A summary of selected 
measurements is shown in Table 4. 

No Measured 
value 

Geometry Fluid 
Heating 

Flow conditions Reference 

1 Deposition 
mass transfer 
coefficients 
Droplet 
concentration 

Stainless steel tube 
Di: 5 mm 
L: 3670 mm 

Air – water 
 

P: 1.4 – 7.6 bar 
Temperature ambient 
Gl: 201-1264 kg/m2s 
Gg: 173 – 627 kg/m2s 

Okawa et al., 
2005 

2 Deposition 
rates 

LOTUS test rig 
Tubular section 
Di: 31.8 mm 
L: 23 m 

Air-water 
Adiabatic conditions 
 

P: 2.4 bar 
Gl: 100, 200, 300 and 500 
kg/m2s 
Gg: 70-240 kg/m2s 
Temperature ambient  

Govan et al., 
1989 

3 Deposition 
rates /  Drop 
size 

Vertical tube 
Di:10.26 mm 

Air-water 
Helium/water 

P: ambient & 1.5 bar 
T°: ambient 
Gl: 40-147 kg/m2/s 
Gg: 7.33-80.3 kg/m2/s 

Jepson et al. 
1989 

4 Drop size 
distribution 

Stainless steel duct 
Di: 9.67 mm 
L: 3.4 m 

Nitrogen-water
 

Pressure 3.4 and 17 bar 
Temperature 38 °C 
Ql: 0.0157 and 0.126 kg/s 
Jg: 5, 7, 17 and 23 m/s 

Fore et al., 2002 

5 Drop size 
distribution 

Vertical tube 
Di: 50.8 mm 
L: 7.6 m 

Air-water (1cP liquid) 
Air-water+glycerine 
(50% mix) (6 cP 
liquid) 
 

 Fore and 
Dukler, 1995 
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Table 4:  Summary of selected measurements of entrainment rates 

Even though the validation database for dry out is quite extensive, it does not cover the needs as far as the 
validation of CFD models is concerned. A specific feature of CFD closure laws is that they are formulated 
in terms of local values of major flow parameters, such as velocity, temperature, phasic volume fraction 
and turbulence intensity. In principle, a thorough validation of CFD models requires that all these 
parameters are measured simultaneously and used in the validation. Thus, the present experimental 
database should be extended with simultaneous measurements of several parameters such as velocity (both 
vapour and drops), drop size, drop volume fraction, turbulence intensity and liquid film thickness. A 
properly validated CFD model for dry out should be able to predict all these parameters at the same time. 
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4. THE DEPARTURE FROM NUCLEATE BOILING 

4.1 Definition of the DNB issue and identification of all Important Flow Processes  

Departure from Nucleate Boiling (DNB) is the CHF process which is likely to occur when a PWR core 
deviates from its nominal conditions. DNB in LWRs is currently estimated by empirical correlations that 
have been developed from specific measurements. Applicability of such correlations is limited to the 
experimental conditions and to geometry of test sections, in which the measurements have been performed. 
Extrapolation of correlations beyond these limits will not assure the required accuracy and, in general, is 
not possible. Needless to say, this particular feature makes correlations useless in development of new fuel 
assembly designs, and full-scale measurements are required instead. Due to that, the design process is quite 
costly and time consuming. 

In addition to correlations, there are several phenomenological models that have been developed to predict 
DNB. When investigating DNB conditions, it has been observed that small bubbles near the heated surface 
are merging into large bubbles (Jiji & Clark 1964, Hino & Ueda 1985). Large bubbles, in turn, form a 
vapour blanket, which is separated from the heated wall by a thin liquid macro layer. DNB condition 
occurs when the macro layer evapourates and the wall temperature rises above the rewetting temperature.  

There are several phenomenological models of the DNB condition based on the macro layer dry out 
concept. They typically invoke the Helmholtz instability mechanism (Haramura & Katto 1983), include a 
three-layer liquid velocity distribution, a Magnus effect, and buoyancy and drag forces on the vapour 
blanket (Lee & Mudawwar 1988)  and finally, add energy balance in the liquid macro layer (Ho et al. 
1993) . It should be mentioned that, besides the concept of dry out of the liquid macro layer, there exist 
other phenomenological models, based on other principles. They can be shortly described as: liquid layer 
superheat limit model, boundary layer separation model, liquid flow blockage model and vapour removal 
limit and near-wall bubble crowding model. 

Three scales have important flow processes influencing the DNB: 

Macro-Scale (order of about 1 cm) 

• Phenomena at this scale are the mixing between sub-channels, cross-flows, and turbulence and 
grid spacer effects on averaged flow parameters P, G, Xth. 

• Averaged flow parameters (pressure P, mass flux G, and thermodynamic quality Xth) can be 
predicted with a sub-channel code. 

• DNB can be empirically correlated at this scale as a function of P, G, Xth. 
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Meso-scale (order of about 1 mm) 

• Phenomena at this scale are the bubble transport and dispersion, Bubble growth and collapse, 
coalescence, break up, turbulent transfers of heat and momentum, local effects of grid spacers  

• Local flow parameters (pressure P, phase velocities Vl, Vv, liquid temperature Tl, void fraction 
α, and bubble diameter db) within subchannels can be predicted with a CFD code 

• DNB could be empirically correlated at this scale as a function of  P, Vl, Vv, Tl, α, db 

Micro scale (order of 10 µm, 1 µm or less) 

• Phenomena at this scale are the activation of nucleation sites, the growing of attached bubbles, a 
possible sliding of attached bubbles along the wall, coalescence of attached bubbles, bubble 
detachment, wall rewetting after detachment 

• Prediction of pressure, velocity and temperature, and of positions of all interfaces is necessary to 
simulate these small scale flow processes with Direct Numerical simulation (DNS) Techniques 
and Interface Tracking methods (ITM) 

• DNB is no longer correlated but can theoretically be predicted by DNS and ITM  

4.2 Limits of previous approaches and expected improvements with CFD 

As mentioned above, DNB in LWRs is currently estimated by empirical correlations that have been 
developed from specific measurements, applicable only to the experimental conditions and to geometry of 
test sections, in which the measurements have been performed. Such correlations cannot be used for the 
development of new fuel assembly designs,  

To overcome the above-mentioned shortcomings of CHF correlations and phenomenological models, it is 
desirable to develop a mechanistic model to predict CHF conditions in a boiling channel based on local 
parameters. The model has to take into account:  

a) the heater characteristics (physical properties, geometry, and surface roughness);  

b) the fluid characteristics (physical properties, near-surface macro layer hydrodynamics, and 
far-surface flow features); and  

c) the heater-fluid interface characteristics (contact angle, active site density).  

All these parameters span over several different scales, starting from micro-scales (e.g. surface roughness), 
through meso-scales (e. g. bubble or drop size), till macro-scales (e.g. sub channel size). Such mechanistic 
model should be applicable to any flow and heat-transfer conditions and should accommodate arbitrary 
geometry features of the boiling channel.  

System codes cannot be used to model phenomena where interactions between such different scales exist. 
On the contrary, CFD technique is the proper tool to be used in such situations, since it combines the 
far-surface effects (e.g. flow distribution in a rod bundle) with near-surface effects (e.g. bubble nucleation 
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at the heated surface). Still, further development of models is necessary for proper treatment of the 
phenomena. The major improvements include, but are not limited to: (a) model of the interfacial area 
transport, (b) model of two-phase boundary layer, (c) model of the controlling mechanism for CHF and 
quenching. 

A better understanding of the DNB phenomenon and an improved accuracy of CHF predictions requires 
that flow processes to be simulated at each relevant scale including CFD codes and ITM. Models at scale n 
can be based either on analysis of experimental data or on numerical experiments using scale n-1 
simulations. Improvements of the methodologies related to DNB might be achieved by performing the 
following R&D actions:  

 Micro scale 

• Further develop and improve DNS and ITM. 

• Perform local visualisation experiments.  

• Perform simulations with several nucleation sites up to DNB. 

 Meso-scale 

• Further develop and improve two-phase CFD models on the basis of experiments and on the 
basis of DNS and ITM simulations. 

• Experiments with local measurements in a heated channel. 

• Validate CFD model with data. 

 Macro-scale 

• Use CFD predictions to improve models in sub-channels codes. 

• Experiments in an assembly.  

• Couple sub-channel codes with CFD codes to predict DNB. 

Coupling between scales may be useful. 

4.3 Selecting a Basic model  

In boiling bubbly flows, the gas is a dispersed phase with many small bubbles in a continuous liquid phase. 
The two-fluid model is naturally used in this flow conditions to benefit from the possibility to model all 
interfacial forces acting on the bubbles such as drag, lift, turbulent dispersion, wall lubrication, and virtual 
mass forces which control the void repartition in a boiling channel. The balance equations of the two-fluid 
model include two mass balance equations, two momentum balance equations and two energy balance 
equations (see Morel et al , 2003, 2005). 

The only choice which remains partly open is the way to model poly-dispersion effects. Bubbles may have 
a rather wide diameter distribution and it may be necessary to model the behaviour of bubbles depending 
on their size, in particular for the interfacial heat and mass transfers associated with vapourization and 
condensation or for momentum transfer since the lift force may change sign depending on the bubble size 
(Tomiyama, 1998). Multi-group models exist with mass (and momentum) equations written for several 
bubble sizes. The two-fluid model is then extended to some kind of multi-fluid model (see Lucas et al. 
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2007, Krepper et al. 2009). The method of the statistical moments (Morel et al., 2009) can also be used to 
characterise the poly-dispersion. The two methods should be further evaluated and compared. 

4.4 Filtering turbulent scales and two-phase intermittency scales  

Considering flow in a PWR core in conditions close to nominal, when boiling occurs, a high velocity 
steady flow regime takes place with time scales associated with the passage of bubbles being very small 
(10-4, 10-3 s) and with bubble diameter being rather small (10-5 to 10-3 m) compared to the hydraulic 
diameter (about 10-2 m). These are perfect conditions to use a time average or ensemble average of 
equations as usually done in the RANS approach. All turbulent fluctuations and two-phase intermittency 
scales can be filtered since they are significantly smaller than scales of the mean flow. 

The use of a Large Eddy Simulation (LES) approach is also possible. This requires that there is a filter scale 
smaller than the large eddies of the liquid flow and larger than the bubble size. Compared to the RANS 
approach, using the LES will allow the simulation of large coherent structures of liquid turbulence and the 
associated bubble dispersion, instead of modelling it. LES was applied to a bubbly plume with some success by 
Reddy Vanga et al. (2005) and by Niceno et al. (2007, 2009). This LES approach must be further evaluated and 
compared to the RANS approach for boiling flows. The associated CPU cost may be prohibitive since smaller 
meshes are necessary, but LES application to simplified situations may bring valuable information on 
interactions between bubbles and eddies which are shaded phenomena in the RANS approach.  

4.5 Identification of Local Interface Structure  

Identification of Local Interface Structure (ILIS) is necessary to select the adequate interfacial transfer 
laws. This ILIS is similar to the use of flow regime maps in system codes. Here there is a unique interfacial 
structure corresponding to a dispersed gas phase in a continuous liquid. As long as bubbly flow is 
encountered, there is no need to develop an automatic ILIS and there is no need to use an ITM. However, 
going to DNB occurrence, a continuous gas layer appears changing the interface structure and a criterion 
must be implemented for identifying this occurrence.  

The description of the interface structure in bubbly flow may require addition of transport equations such as 
IAT  (interfacial area transport) or bubble number density transport. More generally the method of the statistical 
moments can be used to characterise the poly-dispersion of the vapour phase or a Multi-group model 
(MUSIG method) with mass (and momentum) equations written for several bubble sizes. These two methods 
should be evaluated and compared to data. The MUSIG method with several mass equations for different 
bubble sizes and at least two momentum equations have shown good capabilities for capturing all qualitative 
effects in TOPFLOW (Krepper et al., 2007) vertical pipe tests in adiabatic conditions. The main difficulty is the 
modelling for bubble coalescence and fragmentation which becomes very complex in both approaches.  

4.6 Modelling interfacial transfers 

Momentum interfacial transfers control the void distribution and it is necessary to model all the forces 
acting on the bubbles. The Virtual Mass force is not expected to play a very important role, and rather 
reliable models exist for the drag force. More effort should be paid to the modelling and validation of lift 
force, turbulent dispersion force and wall force since available models are still often tuned. In particular, 
since the lift force may depend on the bubble size (Tomiyama, 1998), it may be necessary to model 
poly-dispersion to take this into account. However, in most cases of boiling flows at high velocity there 
will be only bubbles below the critical diameter where the lift force changes its sign. 
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Interfacial heat and mass transfers also depend on the bubble size distribution. It was found that a given 
heat transfer coefficient applied to a population of poly-dispersed bubbles or to an “averaged bubble 
diameter” could result in very different condensation rates, which demonstrates the importance of a 
poly-dispersion modelling of boiling flows. Moreover, condensing bubbles in subcooled liquid are often 
modelled with heat transfer coefficients derived for solid spheres and the effect of decreasing radius is not 
taken into account. 

4.7 Modelling turbulent transfers 

Liquid turbulence plays a very important role in boiling flows. It influences liquid temperature diffusion, 
bubble dispersion, bubble detachment, bubble coalescence and break up which affect the interfacial area. 
Then the liquid turbulent scales have to be predicted correctly to model all these processes and this will 
require additional transport equations. The k-epsilon or Shear Stress Transport (SST) methods were used 
with some success in DEBORA (Morel et al. 2003) and TOPFLOW (Lucas et al, 2005). If the swirling 
flow past a spacer grid vane must be modelled, it is shown (Mimouni et al., 2008, 2009) that the SST 
models can perform better than the k-epsilon model. The LES approach has been evaluated in the 
simulations of Deen bubble column (Niceno et al. 2007). LES can only be used in situations for which the 
bubble size is small enough compared to large turbulent eddies and it must be further evaluated and 
compared to the RANS approach for boiling flows in confined conditions.  

4.8 Modelling wall transfers 

The wall function for momentum should be adapted to the boiling flow situation, should not be too 
sensitive to the mesh size, and should allow converged solutions with reasonably coarse mesh size close to 
a heating wall. Such a wall function was validated on ASU tests (Koncar, 2007, 2009). A “wall force” 
exerted on bubbles close to a wall is often used in the models without a consensus on its expression (Antal, 
1991, and Tomiyama, 1998).  

The boiling model of Kurul and Podowski (1991) and the Unal (1976) correlation for bubble detachment 
diameter are often used in boiling flows. They do not perform uniformly well in all test conditions and they 
may be sensitive to mesh size when the near-wall properties are calculated from the state in the first 
wall-adjacent cell. Further progress is still necessary for energy wall functions. 

The DNB criterion in local variables also remains to be found. First demonstration calculations used a 
limiting value of the void fraction in the first cell close to the heating wall as DNB criterion and simulated 
boiling flow conditions in real WWER type core assemblies within the NURESIM project. Although the 
simulation results are not so far from the experiments, it is clear that the issue is still fully open. The basic 
phenomenon responsible for the DNB occurrence being still unclear, one may expect that new experiments 
or possibly DNS simulations will be necessary to clarify the DNB process before proposing physically 
based local DNB criterion. This criterion may be also empirically correlated as a function of local variables 
on the basis of experimental data. 

4.9 Validation matrix for the DNB issue 

4.9.1 Available data for DNB 

A review of existing experimental data which may be used to validate CFD application to DNB was made 
within the NURESIM project (Bestion et al., 2006, 2007). The Table 4.1 summarises the main 
characteristics of this data base and shows what basic model of CFD tools may be validated by each 
experiment. The following experimental programs were considered. 
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DEDALE air-water bubbly flow tests  

DEDALE is an adiabatic air-water experiment performed at EDF/DER (Grossetête, 1995) analysing the 
axial development of a bubbly flow in a vertical pipe up to the transition to slug flow with local 
information for the validation of dynamics-related models in CFD tools. 

DEBORA boiling flow tests in a heated pipe 

The DEBORA experiment (Garnier et al. 2001) was carried out at the Commissariat à l’Energie Atomique 
to provide a reliable local data base on boiling phenomena (up to DNB) in PWR T/H condition ranges. The 
test section is an electrically heated vertical tube with upward R12 boiling flow simulating PWR in-core 
T/H conditions, with local measurements along a diameter within the outlet tube cross section of both 
steam phase characteristics (void fraction, interfacial area concentration, bubble size and mean axial 
velocity) and liquid phase parameter (temperature). Temperature of the tube wall outer surface was also 
measured at a few locations close to the tube outlet. 

DEBORA tests in a heated pipe with a turbulence promoter/enhancer (swirl flows)  

The “DEBORA-Promoter” (see Boucker et al., 2006) tests with a vane type turbulence promoter/enhancer 
were carried in addition to the previous ones, to characterise the two-phase boiling flow behaviour in a 
complex geometry representing a spacer grid. 

AGATE single-phase tests  

The AGATE experiment has been developed in CEA Grenoble (see Bestion at al. 2006). Two test sections 
were used: 

• “AGATE-Grid” consists of a 5X5 rod bundle inside a squared-section housing with a mixing 
vane grid.  

• “AGATE-Promoter” with a similar geometry as “DEBORA-Promoter” one (i.e. pipe with a 3 
vane turbulence enhancer). 

Non-heated water flows upward in the vertical test section and velocity measurements are made using 
Laser Doppler Anemometry (LDA). Both the mean velocity and velocity fluctuations are measured in 
order to investigate the effects of the grid or promoter.  

The data allow validation of the turbulence modelling with spacer grid (or turbulence promoter/enhancer) 
effects in single-phase conditions. They were used for validation of a 1D model with a k-ε turbulence 
model (Serre et al, 2005). 

ASU (Arizona State University) tests of boiling flow in a heated annular channel  

Experiments of turbulent subcooled flow in a vertical annular channel were carried out at the Arizona state 
University (Roy et al, 1994, 1997, 2002, Kang et al 2002) to provide detailed information on average flow 
structure, temperature, and gas and liquid flow fields in fully developed nucleate boiling, as well as on 
turbulent variables controlling transport mechanisms. In the experiment, R-113 was the working fluid.  
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Measurements used simultaneously a two-component LDV for liquid velocity and a fast response 
cold-wire for the temperature field, as well as a dual-sensor fibre optic probe for the vapour fraction and 
vapour axial velocity.  

Purdue University (PU/NE) tests of boiling flow in a heated annular channel  

Experiments have been carried out at the School of Nuclear Engineering of Purdue University in an 
internally heated annulus to provide local measurements of void fraction, interfacial area concentration and 
interfacial velocity in subcooled boiling (Bertel et al. 1999, 2001, Situ et al. 2004). Water at atmospheric 
pressure was the working fluid. Influence of inlet liquid temperature, heat flux and inlet liquid velocity on 
local flow parameters was specially investigated. The chosen geometry and set of conditions were aimed at 
scaling the conditions of a BWR. Although properties at 70 bars could not be represented, geometrical, 
hydrodynamic and thermal similarities for the flow boiling processes were preserved.  

Additionally, the experimental results have been complemented by visual observations of the boiling 
processes, which provided essential information on the displacement between the location of Net Vapour 
Generation (NVG) and the location of bubble detachment. More recent photographic studies of bubble 
lift-off diameters have been presented by Situ et al. (2004, 2005).  

KAERI tests of boiling flow in a heated annular channel  

Experiments have been carried out at the Korea Atomic Energy Research Institute (KAERI) in an 
internally heated annulus to provide local measurements of void fraction and phase velocities in subcooled 
boiling (lee et al. 2002, Yeoh et al. 2004, 2005). Water at low pressure (1 to 2 bars) is the working fluid. 
The aim was to provide a database for subcooled boiling modelling, including aspects such as force 
balances for departing vapour bubbles and bubble population balance.  

The test channel is a vertical concentric annulus, 2.376 m long with a heated inner tube. The inner tube 
includes a 1.67 m heated section. Measurements of void fraction and bubble velocity were taken using a 
double-sensor conductivity probe. Liquid velocities were measured by a Pitot tube, correcting for the effect 
of bubbles (Tu et al. 2005).  

Experimental data on TOPFLOW loop on two phase flow in a vertical tube 

The structure of an adiabatic air-water and of steam-water flow with reduced condensation and with slight 
sub-cooling in a vertical pipe of 195.3 mm inner diameter (DN200) was studied using wire-mesh sensors. The 
experiments were performed at the Two Phase FLOW Test Facility (TOPFLOW) of Safety Research of 
Forschungszentrum Dresden-Rossendorf e.V. (see Prasser et al., 2006). Beside experimental data for air-water 
flow at ambient conditions also data obtained for steam-water flows under nearly adiabatic conditions as well as 
with slightly sub-cooled water are available for pressures of 1 and 2 MPa. Wire-mesh sensors can characterise 
the shape of large bubbles, since they acquire the phase distribution in the entire cross-section. 

The DN200 pipe is equipped with a variable gas injecting system that allows injection of air or steam at 
18 different vertical positions upstream of the measuring position to study the evolution of the flow 
structure along the flow (Prasser et. al. 2007).   

Radial gas fraction profiles as well as bubble size distributions can be calculated (Prasser et al. 2002). 
Radial gas velocity profiles were obtained by means of a point-to-point cross-correlation between the 
signals of both sensors placed in a distance of 63 mm behind each other (Prasser et al. 2002a). Bubble size 
distributions were extracted from the measuring data.  
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BFBT data on Void Fraction Distribution in BWR Fuel Assembly 

Experimental tests for measuring the void fraction distribution inside Boiling Water Reactor (BWR) fuel 
assemblies have been conducted by the Nuclear Power Engineering Corporation (NUPEC) by the use of an 
experimental facility referred to as BFBT (BWR Full-size Fine-mesh Bundle Tests). Data provided by such 
facility are currently being used for CFD code assessment in the framework of an OECD-NEA/US-NRC 
Benchmark. An X-ray CT scanner and X-ray densitometers are employed to measure the void fraction 
distribution in a BWR full-scale fuel assembly under steady-state and transient conditions (Inoue et 
al.1995). The void fraction data have a 0.3x0.3 mm2 resolution. Such a high resolution makes those data 
useful for CFD code validation. 

The test section consists of a full-scale BWR fuel assembly simulator, which is made of electrically heated 
rods able to reproduce the actual power profiles generated by nuclear fission. The instrumentation allows 
measurements of temperature, flow rate, pressure and, mainly, void fraction. 

LARGE WATER LOOP experimental test facility 

The LARGE WATER LOOP has been built at the NUCLEAR MACHINERY PLANT, ŠKODA, Plzen 
Ltd. The loop is non active pressurised-water equipment with technological and thermal parameters 
corresponding to those of PWR. The CHF experimental facility (a part of Large Water Loop) has been 
designed for the research of CHF in water flow through a bundle of electrically heated rods. Some 
information was reported in NURESIM project (see Bestion, Macek et al. 2007). 

The test sections were formed by 7 or 19 parallel electrically heated rods with external diameters of 9 mm. 
axially and radially uniform or non-uniform heat flux distribution and water up flow were used in the tests. The 
rods (3500 mm long) were placed in regular hexagonal geometry with a pitch of 12.5-13 mm. Critical 
conditions were obtained under constant thermalhydraulic conditions by gradually increasing heat input. 
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4.9.2 Remaining experimental needs 

New experiments are needed for: 1) establishing criteria for occurrence of DNB; 2) validating the 
capability of CFD codes to predict subcooled flow boiling (especially for high heat fluxes). Due to the 
multi-scale nature of boiling and the effect of geometry on various processes at the meso-scale level, the 
required experiments can be grouped in three categories: 

Experiments in simple geometries 

Simultaneous measurements of wall temperature, bubble size distribution, interfacial area, and average and 
turbulent phase variables in experiments preserving geometric, hydraulic and thermal scaling are still 
missing. Of particular interest (as never reported before) would be the measurement of the normal 
component of the liquid velocity (due to bubble growth), and investigations on the effects of surface 
characteristics under flow boiling conditions. 

Experiments in complex geometries 

Experiments with boiling flows channels of complex geometry, representing the nuclear rod bundle 
subchannel closer than the tube or the annulus, should be considered. These experiments should especially 
focus on the concentration of bubbles in the gap and the migration of bubbles across the gap between 
adjacent subchannels. The issue of circumferential variation of heat flux should also be addressed. 

Micro-scale phenomena 

Data are needed for a broad range of micro-scale phenomena. The most crucial to be addressed are:  

• CHF mechanism under convective boiling conditions. A specific need exists for experiments 
under flow boiling conditions, as other mechanisms have been proposed to prevail than in pool 
boiling. In particular, direct observation of the liquid micro-layer vapourising on the heater 
surface will be required to clarify the role of its rupture in the onset of DNB. Complementary 
experiments on nano-scale phenomena such as the evapourating extended meniscus (ultra-thin 
liquid layer below the bubble) are also necessary, as the evapouration of liquid layers and 
advancement or receding of interfaces are controlled by this nano-scale physics.   

• Bubble dynamics and boiling characteristic points in a flow channel In new experiments, the size 
of the bubble at detachment (and lift-off), the points of inception or onset of nucleate boiling 
(ONB), net vapour generation (NVG), and Onset of Significant Voiding (OSV) should be 
monitored to verify the models affecting the micro-scale. In particular, the dependence of the 
bubble diameter at detachment and of the bubble release frequency on heat flux should be better 
investigated in new experiments at high pressure.  

• Nucleation New experiments under forced convection conditions are needed to address the 
correlation between CHF and nucleation site density, as well as the correlation (available for pool 
boiling conditions only) between active nucleation sites and wall superheat. Both “fresh” and 
“aged” heaters should be considered as they display different behaviour in relation to activation 
of nucleation sites for increasing wall superheats. Finally, investigations over a wide range of 
pressures should address the interaction between coalescence and site activation mechanisms, 
which at low pressure has been reported to produce a smaller lift-off diameter for merging 
bubbles than for single bubbles.  
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• Basic tests on bubble transversal migration and sliding bubbles The detachment and 
reattachment of bubbles (this last phenomenon being observed at high subcooling under low 
pressure conditions) have significant influence on the cross-sectional area-averaged void fraction 
and consequently on heat transfer. On the other hand, for small subcooling and low pressure, 
bubbles slide along the wall. To understand this variety of bubble behaviours and their relevance 
over a wide range of conditions, basic tests to determine the forces acting on the individual 
bubbles after detachment are needed, where a parametric variation of number density, pressure, 
flow rate and subcooling is carried out.  

• Basic tests on turbulence in the bubbly layer Tests for assessing the influence of bubbles 
generated at the wall on the turbulence of the liquid phase and for providing an experimental data 
base for developing wall functions for boiling flows are needed. 

• Basic tests on interfacial condensation Experiments are required to investigate the condensation 
that occurs within the boiling section. In fact, available visual observation of condensing bubbles 
in the unheated section of a hated test rig do no provide conclusive information to be used for 
CFD simulations up to DNB. 

• Basic tests on heat flux partitioning A key issue for modelling is the partition of wall heat flux 
among the various heat transfer modes postulated or inferred from visual observations. Attempts 
to obtain quantitative information on the relative weight of microlayer evapouration and transient 
conduction under pool boiling conditions have been reported. These studies could not resolve the 
controversy with respect to the dominant heat transfer mechanism, thus more work is still needed 
for pool boiling. Progress in that area will provide the basis for experiments under convective 
flow conditions, which eventually will also be needed. 
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5. THE PRESSURISED THERMAL SHOCK 

5.1 Definition of the PTS issue and Identification of all important flow processes 

Pressurised Thermal Shock (PTS) in general denotes the occurrence of thermal loads on the Reactor 
Pressure Vessel (RPV) under pressurised conditions.  

A thermal Hydraulic evaluation of Pressurised Thermal Shock was made for USNRC (Bessette). PTS was 
first investigated using system codes (see Arcieri et al., Fletcher et al.) and the Thermal Hydraulic 
Uncertainties issue was addressed (Chang et al.). PTS was also considered in the scaling analysis the OSU 
APEX-CE Integral Test Facility (Reyes). We are now considering here the possibility to use two-phase 
CFD as a support to the safety analysis of some scenarios with two-phase situations.   

PTS was also identified by the EUROFASTNET (Bestion et al., 2003) project as one of the most important 
industrial needs related to safety. The most severe PTS scenario limiting the RPV lifetime is cold water 
Emergency Core Cooling (ECC) injection into the cold leg during a hypothetical Small Break Loss of 
Coolant Accident (SB-LOCA). The injected water mixes with the hot fluid present in the cold leg and the 
mixture flows towards the downcomer where further mixing with the ambient fluid there takes place 
(Figure 1). Such a scenario may lead to extreme thermal gradients in the structural components and 
consequently to very high stresses. Therefore, the loads upon the RPV must reliably be assessed. The fluid 
present in the cold leg at the location of the injection can either be in single-phase or in two-phase 
condition, depending on the leak size, on its location, and on the operating conditions of the considered 
Nuclear Power Plant. In this report only the two-phase case, i.e. a cold leg partially filled with hot water or 
a downcomer water level below the cold leg nozzle is considered.  

 

Figure 5.1:  Most important flow phenomena during a PTS situation with partially filled cold leg 

As shown in Figure 5.1 locally different flow phenomena occur. There are different flows with separated 
surfaces (jet interface, horizontal interface) but also dispersed flows occur due to bubble entrainment (at jet 
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impingement and possibly also in the horizontal flow region by entrainment caused by waves). Since there 
is a strong thermal non-equilibrium at these interfaces, momentum transfers as well as heat and mass 
transfers have to be considered. The various two-phase phenomena taking place are strongly coupled with 
each other and also with the heat transfers at the system walls. The single phenomena depend on very 
different characteristic length scales from the size of the smallest eddy up to the system scale. Some of the 
involved phenomena are not yet well understood regarding their physics. The simulations of the whole 
system during the ECC process, and then the accurate reproduction of the thermal loads on the RPV are 
thus a big challenge. 

In detail the following flow regions connected with the listed single phenomena can be distinguished for 
the two-phase PTS situation (compare e.g. Bestion et al., 2006): 

(A) Free liquid jet 

(a) Momentum transfer at the jet interface, including instabilities 

(b) Splitting of the jet 

(c) Condensation on the jet surface 

(B) Zone of the impinging jet 

(a) Surface deformation by the jet including generation of waves 

(b) Bubble entrainment 

(c) Bubble migration and de-entrainment 

(d) Turbulence production below the jet 

(C) Zone of horizontal flow 

(a) Momentum exchange at the gas-liquid interface including generation of waves and 
growth or damping of these waves 

(b) Heat and mass transfer (condensation) at the gas-liquid interface including its influence 
on the phenomena (C,a) 

(c) Heat transfer with the walls 

(d) Turbulence production at the interface 

(e) Turbulence production at the walls 

(f) Influence of the phase transfer (condensation) on turbulence 

(g) Mixing/stratification of hot and cold water 

(D) Flow in the downcomer in case of partially filled cold leg 

(a) Turbulence production at the walls 

(b) Mixing/stratification of hot and cold water 

(c) Heat transfer to the walls 
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(E) Flow in the downcomer in case of a water level below the cold leg nozzle 

(a) Separation of the incoming water jet from the downcomer wall or not 

(b) Momentum transfer at the jet interface, including instabilities 

(c) Splitting of the jet 

(d) Phase transfer on the jet surface 

(e) Heat transfer to the walls 

As mentioned above there is a strong coupling between all these phenomena. Also in case of condensation 
the effect of non-condensable gases has to be considered. Although the above list was not ranked with 
respect to their relative importance for the PTS simulation, it is generally agreed that the most sensitive 
processes are the condensation at the free surface and the turbulent transfers within the liquid, the major 
source of turbulence being due to the jet impact. 

Two-phase PTS is one of the most challenging exercises for a Computational Fluid Dynamics CFD 
simulation since it involves almost all two-phase flow phenomena, which may occur in gas-liquid flows. 
Presently available CFD tools are not able to accurately reproduce all the single phenomena taking place in 
the cold leg and the down comer during the ECC injection, let alone an accurate simulation of the whole 
process. Strong improvements of the two-phase modelling capabilities have to be done to qualify the codes 
for the simulation of such flows. A really accurate simulation of the two phase PTS situation will be 
possible only in the far future when this qualification will be completed. 

The simulation of each single phenomenon requires the choice of the most adapted model but no 
available model can simulate all the details of the whole ECC process, starting from the injection 
location to the inner down comer. However simulations of isolated parts have already been performed 
with more or less success. The most critical problems identified during these computations are the 
treatment of the liquid/gas interfaces including all interfacial transfers, the turbulence modelling (for 
both the liquid and the gas phases, and the coupling of these two turbulence fields) and finally the 
needs of accurate experimental data for the models validation. If several two-phase flow regimes with 
different interface structures (i.e. dispersed bubbly flow, free surface flow, jet flow,…) coexist in the 
same isolated region (thus in the same computation), it is critical to identify these various regimes for 
applying the adequate model. But most of the presently available CFD codes do not have a 
“recognition of the local interface structure” to skip automatically from one model to another model 
(i.e. activating bubbly flow models or free surface flow models, or other,…) so that the use of 
different models at different locations of the simulation domain is not possible or very limited. 
Finally, isolated phenomena may be well modelled but the coupling between all these phenomena is 
not yet well understood. The instabilities at the jet surface are indeed more or less well reproduced, 
but their effects on the air entrainment at the plunging point are not well modelled. 

5.2 Limits of previous approaches and expected improvements with CFD 

Until now simulations by system codes combined with experimental correlations are used for the 
estimation of the thermal loads on the RPV wall in case of two-phase PTS analyses. This is a strong 
limitation since system codes are only able to predict an average liquid temperature in the 1D mesh of the 
cold leg or a coarse 1D or 3D mesh in the downcomer. Since this does not give the minimum local 
temperature, which may lead to brittle fracture, additional conservative assumptions are applied. It is 
obvious that only a 3D simulations tool with a finer space resolution have the general capability to predict 
the mixing process of hot and cold water, the condensation rates and finally the resulting thermal loads on 
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the RPV wall properly. Thus, the expected improvement with CFD consists in a reliable prediction of the 
transient space resolved thermal loads on the RPV wall. 

For this reason CFD codes have to be applied to the two-phase PTS problem in future. On the other hand 
two-phase CFD is not mature. In case of two-phase PTS several different local flow regions and their 
coupling have to be modelled as discussed in the previous section. For each flow region different 
phenomena have to be considered. For many of these phenomena universal closure models are not yet 
available. Special attention has to be paid to improvements regarding: 

• turbulence modelling, 

• models for the heat transfer coefficient for DCC, 

• modelling of the momentum transfer at the free surface, 

• consideration of the influence of bubble entrainment on the mixing, 

• consideration of the influence of non-condensable gases. 

A more detailed discussion on the required model improvements is given below. Once a successful 
qualification of CFD for two-phase PTS will be obtained, a general approach of the thermal-hydraulic part 
of a PTS analysis may consist of two steps: 

a) a system code simulation of the scenario leading to ECC injection to determine the boundary 
conditions for a CFD simulation, 
 

b) CFD simulation determining the transient and spatial resolved thermal loads on the RPV wall. 

This can be done first as two successive steps; in future also a coupling between both scales would be 
useful. 

5.3 Selecting a Basic model  

Since the PTS situation is strongly connected with phase transfers, it is clear that a two-fluid model with 
the complete set of transient balance equations for mass, momentum and energy separately for each phase 
is the basic choice. Specific efforts have to be paid to some closure relations depending on the 
phenomenon. 

Free liquid jet 

The cold liquid jet injected into the horizontal cold leg pipe interacts first with the hot surrounding steam 
environment. These interactions are strongly dependent on the contact surface between the cold water and 
the hot gaseous environment. Interface tracking methods are needed for this reason. Depending on various 
characteristics of both the liquid and the gas, such as the relative velocity between the two phases or the 
turbulence properties, instabilities at the surface of the jet can be generated. The changes in these 
instabilities are responsible for the variations in the heat and mass transfers. Models for Direct Contact 
Condensation at the jet surface have to be applied. Instabilities can be directly generated by the 
condensation process (Weiss, 1989). The behaviour of the instabilities also influences the gas entrainment 
at the impingement point by capturing gas before the entrainment. An adequate modelling of the interface 
in connection with a suitable coupling of the turbulence fields of the single phases and local mass and heat 
transfer is needed. The basic topological model for the interface is a free surface model, but in case of jet 
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instabilities also drops may be created. This would require a combination with a model for a dispersed 
liquid phase. 

Zone of the impinging jet 

An appropriate modelling of the turbulence production below the jet is most important, since turbulence is 
responsible for the mixing of the fluid. The jet kinetic energy is the main source of turbulence below the 
free surface and must be correctly taken into account by the turbulence modelling. Gas entrainment below 
the free surface by the jet impingement slightly influences the characteristics of the turbulence below the 
free surface. The properties of the entrained gas (e.g. the size of the bubbles, the penetration depth, the 
horizontal migration and the total amount of entrained gas) are dependent on various properties of both the 
liquid and the gas environment. The jet velocity is one of the most critical parameters for the entrainment 
of gas below the free liquid surface (Bin, 1993; Davoust et al., 2002). The modelling of the impinging jet 
zone requires a simultaneous consideration of separated (surface) und dispersed (bubbles) flow within one 
flow domain. Due to the entrained bubbles the topology of this zone has to be reflected by a model for the 
dispersed gas phase. For the bubble entrainment itself a transition from a continuous gas phase to a 
dispersed gas phase has to be considered. 

Zone of horizontal flow 

Further in the horizontal cold leg pipe, a stratified flow is observed, i.e. the topology of the interface is 
characterized by a free surface separating the continuous gas or liquid phases. Depending on the velocities 
of both the gas and the liquid phases, the liquid/gas interface is more or less perturbed. For low velocities, 
the interface is a quasi plane interface. For higher velocities, the interface is perturbed and small waves are 
generated and amplified depending on the operating conditions. Since the steam flow is generated by the 
condensation, it depends mainly on the ECCS injection flowrate. For most situations of interest for PTS 
investigations, the ECCS flowrate is such that a rather calm stratified flow is expected to occur in the cold 
leg with a smooth or moderately wavy interface (the free falling jet previously presented may generate 
some waves). In this flow, density stratifications effects play a significant role on turbulence transfers from 
the free surface to the bottom of the fluid. Heat transfers between the fluids and the wall of the cold leg 
pipe have also to be considered. 

In cases with higher ECCS flowrate generating higher relative velocities, the waves may be strongly 
amplified, and a slug flow with a complex system of interactions between the two phases can occur which 
include separated phases, bubbles, and drops. Thus the modelling again requires a simultaneous 
consideration of separated (surface) und dispersed (bubbles and drops) flow within one flow domain. In 
such situation, the Kelvin-Helmholtz instability is strongly influenced by the strong condensation and an 
interface tracking method, able to model surface tension effects (Bartosiewicz and Seynhaeve, 2006) may 
be required. 

Flow in the downcomer 

The two-phase flow in the cold leg finally enters in the downcomer. In the case with a water level in the 
downcomer below the cold leg nozzle, a complex two-phase flow regime occurs and another jet 
impingement region has to be considered. Depending on the water velocity when entering in the 
downcomer and on the nozzle geometry, a detachment of the flow from the walls can be observed. If this 
detachment occurs, the heat transfers between the water and the walls are decreased. Because of the 
variations in the flow regime and the presence of waves in the cold leg pipe, the velocity is not constant 
when the liquid enters in the downcomer. Some strong temperature gradients occur at various places on the 
downcomer wall, and are responsible for the mechanical stresses taking place in the downcomer. The 



NEA/CSNI/R(2010)2 

52 

phenomena taking place in this particular situation are similar to those encountered at the impingement 
region below the free falling jet. In addition, the effects of the downcomer walls have to be considered 
during the computations. The presence of the walls modifies the liquid flow behaviour, by changing the 
turbulence properties, the liquid temperature and the velocity field. Some calculations of the flow in the 
downcomer have been performed (Willemsen, 2005), and have reproduced with more or less success the 
water oscillations in the downcomer. 

5.4 Filtering turbulent scales and two-phase intermittency scales  

Free liquid jet 

Numerous theories related to mechanisms on generation and growing of jet instabilities exist. Several 
numerical approaches have already been used, such as DNS or LES for the prediction of their behaviour 
using various conditions (Pan & Suga, 2004). Even if the individual effect of some parameters such as 
gravity, nozzle internal flow and so on has been separately studied, no computation taking into account all 
these effects simultaneously is reported. Actually, some models for the treatment of these instabilities are 
based on restrictive assumptions, which limit strongly their applicability. Probably the LES approach is 
most suitable for the modelling of this flow situation, but the best choice in context of the simulation of 
whole PTS domain is still open. However, the ECCS jet has a very short length before entering the free 
surface and turbulent transfers within the liquid jet do not play an important role in the whole PTS process. 

Zone of the impinging jet 

The most important effect of the impinging jet is the turbulence generation below the jet. Two parts have to 
be considered, the main effect being the turbulence generated by the impingement of the jet itself and then, 
the influence of entrained bubbles on turbulence. In most simulations the effect of the liquid turbulence on 
the bubbles is modelled, but the opposed effect corresponding to the influence of the bubble on the liquid 
turbulence field is only considered for the turbulent viscosity, e.g. using the Sato model (Sato et al. 1981), 
despite this effect is important in the dense bubble region (near the impingement point). Some studies (both 
experimental and theoretical) have thus to be conducted for the understanding and the modelling of the 
coupling between these various processes. LES or RANS models, which apply for two-phase turbulence, 
should be used for the simulation of the zone of the impinging jet.  

Zone of horizontal flow 

Turbulence also plays a dominant role for the stratified flow configuration. The turbulence characteristics 
influence the interfacial transfer rates, especially turbulence close to the interface. On the other hand the 
mixing of hot and cold water is determined by turbulence, with a strong influence of the density gradient. 
Usually k-ε or k-ω models or combinations of both are applied. In Vallée et al. (2006) fluid-dependent 
shear stress transport (SST) turbulence models were selected for each phase. The k-ω based SST model 
(Menter, 2002) accounts for the transport of the turbulent shear stress and gives good predictions of the 
onset and the amount of flow separation under adverse pressure gradients. The qualitative slug formation 
in the simulations (ANSYS-CFX) was in good agreement with the experiment. 

Flow in the downcomer in case of partially filled cold leg 

In this case the flow in the downcomer is assumed to be single phase. RANS models should apply for 
filtering turbulent scales in this case. 
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Flow in the downcomer in case of a water level below the cold leg nozzle 

Since such a flow situation is characterized by a liquid jet coming from the cold leg and impinging into the 
water in the downcomer afterwards, similar flow situations as discussed for the free liquid jet and for the 
zone of jet impingement occur. In this case the same modelling as discussed there should be applied. 

5.5 Identification of Local Interface structure  

Free liquid jet 

The interface has to be identified and modelled carefully, since the condensation process as well as the 
generation and development of instabilities strongly depends on the interface structure. Instabilities of the 
jet surface have to be reflected in the simulations. For this reason Interface Tracking Methods (ITM) have 
to be applied. They have also to account for the interactions with the condensation process on the jet 
surface. However, due to the short jet length, the jet instabilities are not well developed and cannot affect 
significantly the condensation on the jet, and then should not play an important role in the whole PTS 
process. 

Zone of the impinging jet 

In the impinging jet zone four different interface structures have to be considered: 1. the surface of the jet, 
2. the free surface of the pool (i.e. liquid level in the cold leg), 3. the entrained bubbles and 4. the 
complicated surface structure in the region where the jet hits the surface. Separated flows (jet surface and 
pool surface) as well as dispersed flow (bubbles) exist simultaneously in one flow domain. Most difficult is 
to model the transitions between both types of interfaces (i.e. bubble entrainment and de-entrainment). For 
the different interfacial structures different closure models are needed, e.g. for drag of bubbles and drag on 
separated interfaces. The identification of the interfaces for separated flows is thus of crucial importance. 
Some computations of the whole plunging jet process have been performed with more or less successes 
(Egorov, 2004). Even if the entrainment process has been qualitatively well reproduced numerically, the 
total volume flow rate of entrained gas has been largely overestimated. One of the most critical problems 
pointed out during these computations is the treatment of the liquid/gas interfaces. To overcome the 
discrepancies, the two kinds of interface mentioned above have to be automatically identified and modelled 
using two different models, which is not possible in most presently available CFD codes. This point is for 
the moment one of the most important limitations for the two-phase flow computations (and not only for 
the plunging jet calculations) in which several similar flow regimes coexist simultaneously. As a first 
approximation, priority should be given to the adequate modelling of the turbulence generated by the jet 
and to the free surface condensation.  

Zone of horizontal flow 

The modelling of the two-phase stratified flow in the horizontal cold leg pipe is based on various models 
and numerical approaches. Most of them are dedicated to the treatment of the free surface where the most 
important phenomena take place. This interface is characterised by intense exchanges between the liquid 
and the gas phases (heat, mass, momentum, turbulence), which are strongly coupled with each other and 
have to be reproduced as accurately as possible. Numerical models for free surface flow may be divided 
according to Zwart (2005) into three categories: surface adaptive methods, interface-capturing methods, 
and interface-tracking methods. One may also simply use the two-fluid model with an identification of the 
free surface based on the void fraction. In any case, the knowledge of the free surface location is necessary 
for a good modelling of the interfacial transfers, since many models in boundary layers on both gas and 
liquid sides depend on the distance to the interface. 
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Surface-adaptive methods are typically single-phase approaches in which the kinematic condition is used 
to update the location of the free surface interface and the mesh boundary conforms to this interface at all 
times. These methods inherently involve mesh motion.  

These limitations may be overcome by having a fixed mesh, which spans the interface location. The 
interface is captured or tracked within the mesh by some algorithm. Most commonly, the algorithm makes 
use of the continuity equation for one of the phases, in which the dependent variable is the volume fraction 
of that phase; these methods are called Volume-of-Fluid (VOF) methods (Hirt and Nichols, 1981). VOF 
methods differ widely in their detailed implementation. Many of them are interface-capturing and solve the 
VOF equation using a continuum advection scheme. If standard techniques are used for the advection 
operator, numerical diffusion will lead to significant smearing of the interface. A variety of compressive 
advection schemes have been devised to minimize this diffusion. Other VOF methods are 
interface-tracking and explicitly track the free surface interface. For a particular volume fraction field, the 
interface is reconstructed using a piecewise representation (constant, linear, or parabolic) in each cell. The 
volume fluxes may be calculated either geometrically or using an advection operator as described above. 
Further details of these algorithms can be found in Rudman (1997) and Kothe et al. (1996). Another fixed 
grid strategy for free surface flow problems involves the use of level sets (Sussman et al., 1998).  

Modelling surface tension effects is challenging because it is a potentially large force which is 
concentrated on the free surface interface. The continuum surface force method (Brackbill et al., 1992) 
formulates the surface tension force as a volumetric force. A key ingredient of this method is evaluating 
the interface curvature; it is challenging because it in effect requires second derivatives of the 
discontinuous volume fraction field. Care must be used in order to avoid errors in this calculation. Further 
details are discussed by Kothe et al. (1996). 

Due to the geometrical scale it is in most cases not possible to resolve the spatial structure of the free 
surface into the micro-scale with the CFD model. A free surface simulation can therefore not cover onset 
of Kelvin-Helmholtz instabilities at the interface with wave formation. The interface drag law applied to 
the free surface must consider the influence of these waves on the macro-scale flow properties. 
Additionally, the movement of the free surface at the inlet boundary condition can introduce instabilities. 

Although an interface-tracking method seems to be more adequate for a free surface flow, other simpler 
approaches have to be further evaluated before selecting a general method for reactor PTS simulations. A 
simple identification of the free surface by the “Large Interface Model” proposed by Coste et al (2008) was 
applied to adiabatic and condensing stratified flow with some success. 

Flow in the downcomer 

Only in the case of a water level below the cold leg nozzle gas liquid interface has to be considered. Since 
such a flow situation is characterised by a liquid jet coming from the cold leg and impinging into the water 
in the downcomer afterwards, similar flow situations as discussed for the free liquid jet and for the zone of 
jet impingement occur. In this case the same modelling as discussed there should be applied. 

5.6 Modelling Interfacial transfers 

Free liquid jet 

The Direct Contact Condensation DCC at the jet surface resulting from the temperature difference between 
the two phases is responsible for a non-negligible part of the total condensation in the considered flow 
domain of the cold leg (Janicot & Bestion, 1993). The heat and mass transfers at an interface have been 
largely studied and several models have been proposed. The resulting correlations are often only valid for 
the corresponding geometry, scales or operating conditions, e.g. some fluid properties are neglected such 
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as the liquid internal re-circulation and the temperature profile in the liquid or in the gas phase. Such 
models have to be validated by including these effects for the free falling jet configuration. The influence 
of non-condensable gases has to be considered.  

Zone of the impinging jet 

The free surface close to the jet impingement is highly agitated due to jet induced turbulence and is subject 
to high heat and mass transfers. Both the liquid to interface heat flux and the turbulence which diffuses the 
heat from the surface to the bottom of the liquid must be well modelled in this zone since they are the 
dominant processes affecting the PTS. Available experimental data do not allow a precise validation of 
these models and more detailed information is expected from the future TOPFLOW–PTS experimental 
program. 

The interfacial momentum transfer at the place where the jet enters the free surface governs the bubble 
entrainment. In previous simulations the rate of entrained bubbles was overestimated, since a drag 
coefficient for bubbles was used. According to the different types of interfaces mentioned in 5.4, different 
models for momentum transfer, e.g. different drag laws have to by applied. This is not possible in presently 
available CFD codes. 

The behaviour of the entrained gas below the free liquid surface is determined by several forces acting on 
individual bubbles. The most important of these forces are drag force, virtual mass force, lift force, and 
turbulent dispersion force. All these forces are strongly dependent on the bubble size (see e.g. Tomiyama, 
1998). For bubbly flow in vertical pipes a set of Tomiyama lift- and wall force together with the Favre 
averaged drag force (Burns 2004) was found to reflect the experimental findings in poly-dispersed flows 
(Lucas et al., 2004). In the case of developing flows, some differences have been pointed out between 
calculations and experimental data (Lucas et al., 2005). In most of the cases, during the computations the 
bubble diameters are supposed to be constant. In principle CFD models, which allow the consideration of a 
number of bubbles classes exist (Krepper et al. 2005), but they are very time-consuming. The bubbles size 
distribution is strongly influenced by bubble coalescence and break-up, for which various models exist in 
the literature. The models for bubble forces as well as the models for bubble coalescence and break-up 
have consequently to be validated for the plunging jet configuration. 

In addition models for interfacial heat and mass transfer have to be applied to the bubbles which are 
expected to condense quickly. For these models it is also necessary to distinguish between the bubble 
interfaces and the free surface, since different heat transfer coefficients have to be applied for separated 
flows and for bubbly flows. 

Zone of horizontal flow 

Heat, mass and momentum interfacial transfers have also to be considered along the stratified flow in the 
cold leg. These transfers are closely connected with turbulent transfers. In the case of the turbulence 
predicted by the k- ε model, the interfacial friction can be modelled by using several closure laws. The 
interfacial sublayer model (ISM, Yao et al., 2003) in the gas phase supposes, due to the significant 
difference between the gas and liquid density, that the interface can be treated as a “moving solid wall” 
with a velocity equal to the liquid velocity. The gas region close to the interface is modelled with the two 
sublayer model which is similar to the wall function concept. It is also possible to use the average viscosity 
assumption (AVM, Yao et al., 2003). This model is based on the simplified momentum equation in the 
case of a thin layer near a smooth interface without phase change which permits evaluation of the 
interfacial friction and velocity.  
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Some simulations exist on the safety analysis of nuclear reactor where rapid contact condensation of 
vapour occurs during the emergency injection of cold water (Bankoff, 1980; Hughes & Duffey, 1991; 
Murata et al., 1992; Zhang et al., 1993; Chu et al., 2000). The recent models for the interfacial transfers 
can be mainly separated in two classes, one based on the surface renewal concept (e.g. Hughes & Duffey, 
1991) another based on the eddy diffusivity concept (e.g. Yamamoto, 2001). The use of the first class of 
models with the steam-water flow is theoretically questionable. The modelling of the interfacial heat 
transfer is based on approaches similar to the interfacial friction transfer. Schiestel (1993) and Jayatilleke 
(1969) have proposed relations for the temperature profile and the Prandtl number, using a formulation 
similar to the interfacial sublayer model (SIM, Yao et al., 2003). Shen et al. (2000) have investigated the 
asymptotic behaviour of the eddy viscosity and found that in the boundary layer the turbulent viscosity 
follows a Gaussian function. Using a surface renewal concept with small eddies (HDM), Barnejee (1978), 
has proposed a relation for the heat transfer, and Hughes & Duffey (1991) have modified the relation by 
introducing the Kolmogorov time scale for the small eddies. Simulations using the surface renewal theory 
show that the condensation rate is under-estimated by such a modelling (Tiselj et al. 2006). New 
experimental data (TOPFLOW-PTS) are required to validate interfacial heat transfer in presence of 
condensation with accurate measurement of temperature, velocity and turbulence fields. 

Flow in the downcomer 

Only in the case of a water level below the cold leg nozzle must interfacial transfers be considered. Since 
such a flow situation is characterized by a liquid jet coming from the cold leg and impinging into the water 
in the downcomer afterwards, similar flow situations as discussed for the free liquid jet and for the zone of 
jet impingement occur. In this case the same modelling as discussed there should be applied. 

5.7 Modelling Turbulent transfers 

Free liquid jet 

Turbulent transfers at the jet interface are strongly coupled with heat and mass transfers. The question of a 
suitable modelling of these transfers is fully open. 

Zone of the impinging jet 

RANS or LES models can be used for the simulation of turbulence in the impinging jet zone. A simple k-ε 
model was applied (Galassi et al., 2007) to a plunging jet experiment with reasonable predictions. 
Entrained bubbles modify the turbulence in the zone below the jet. This turbulence modulation has to be 
considered in addition to the turbulence generated by the jet itself. In addition turbulent transfers have to be 
considered at the pool interface. Here the same models have to be applied as in the zone of horizontal flow.  

Zone of horizontal flow 

The turbulence fields for both the liquid and the gas phases and the coupling between these two turbulence 
fields play an important role on the regime of the two-phase stratified flow in the cold leg, and for the 
transition between the different regimes (smooth surface, wavy flow, slug flow). Close to the interface, 
three turbulence sources have been identified: turbulence diffused from wall boundaries, turbulence 
production by the interfacial friction and turbulence induced by interfacial waves. Another important 
problem close to the interface is the anisotropy of the turbulence, which is not reproduced by any classic 
model. In most of the cases, the turbulence is modelled using the k- ω  or the k-ε (classic or modified) 
models with specific hypothesis at the interface (Akai et al., 1981; Issa, 1988), especially for the turbulent 
kinetic energy. Without any special treatment of the free surface, the high velocity gradients at the free 
surface generate too high turbulence when using eddy viscosity models like the k-ε or the k-ω model. 
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Therefore, a symmetric damping procedure for the solid wall-like damping of turbulence in both gas and 
liquid phases was proposed by (Egorov, 2004).  

Flow in the downcomer 

Only in the case of a water level below the cold leg nozzle turbulent transfers have to be considered. Since 
such a flow situation is characterised by a liquid jet coming from the cold leg and impinging into the water 
in the downcomer afterwards, similar flow situations as discussed for the free liquid jet and for the zone of 
jet impingement occur. In this case the same modelling as discussed there should be applied. 

5.8 Modelling Wall transfers 

The prediction of the transient and local heat transfer to the RPV wall is the final aim of the thermal fluid 
dynamic simulation of the PTS situation. But also the heat transfer to the cold leg wall has to be 
considered, since there is also a feedback from the wall temperatures to the flow. The various flow regimes 
taking place in the different regions influence the heat transfers at the walls. The numerical reproduction of 
the transfers with the walls is strongly dependent on the accuracy of the prediction of all the others 
phenomena. The variations of the temperature fields for both the liquid and the gas phases are strongly 
dependent on the mixing between the phases, which results in the local phenomena. Inversely, these heat 
transfers at the walls influence the behaviour of the others phenomena by changing the temperature fields 
of the fluids. 

For the simulation of the wall heat transfer, models valid for single phase should be sufficient. Various 
models exist and have been largely studied. In most of the CFD codes some heat transfer models with a 
solid wall are available. These models require the definition of the wall properties, depending on their 
composition. These models have already been used successfully with various configurations. 

5.9 Validation matrix for the PTS issue 

An overview on suitable experimental data for the validations of the relevant flow processes in a PTS 
situation is given in a report, which was elaborated in the frame of the NURESIM project (Lucas, 2005a). 
The Table 5.1 below was taken from this report. It gives an assignment of experiments to the local physical 
phenomena they are related to. For the cells marked with a v the measured data can be used for validation 
of such local CFD models. There is a measurement, which is directly related to the phenomenon. p means, 
that the physical phenomenon is present in the experiment, but cannot be used for the validation of the 
single effect modelling. There is a lack of precise measurement to quantify it. This allows only a global 
validation of the code. The effect is mixed with other effects. A more detailed description and 
characteristics of the experiments can be found in Lucas (2005a). 
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Table 5.1:  Available experimental data for validation of two-phase CFD applied to PTS simulation 
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For the following physical phenomena one or more experiments exists with data measured, which can be 
used for the validation: 

• Entrainment of steam bubbles below the water level, 
 

• Migration of entrained bubbles, 
 

• Turbulence production below the jet, 
 

• Interfacial transfer of momentum at free surface,  
 

• Interfacial transfer of heat & mass at free surface,  
 

• Turbulence production in wall shear layers & in interfacial shear layer, 
  

• Interface configuration in top of downcomer,  
 

• Flow separation or not in dowcomer at cold leg nozzle, 
  

• Influence of non-condensable gases on condensation,  
 

• Heat transfers with cold leg and RPV walls. 

In general most of the experiments show a lack of well-defined instrumentation. For this reason some data 
cannot be used for the separate effect modelling and validation, although the phenomenon occurs in the 
experiment. Of course they have a more or less pronounced influence on other measured data, but this 
allows only vague conclusions on the considered phenomenon. In the reviewed data basis there is no direct 
information on the following single effect local physical models: 

• Instabilities of the jet from ECC injection, 
 

• Condensation on the jet itself before mixing, 
 

• Effects of turbulent diffusion upon condensation, 
 

• Interactions between interfacial waves and interfacial turbulence production, 
 

• Effect of condensation upon interfacial structure and wave structure, 
 

• Effects of temperature stratification upon turbulent diffusion. 

These phenomena are important for a reliable simulation of the PTS situation and a prediction of the 
thermal loads. Thus e.g. the condensation on the liquid jet from the ECC injection represents a relatively 
large part of the total condensation, since there are huge temperature differences between the jet and the 
steam. 

If there are data available for a single phenomenon, they often do not cover the parameter ranges of 
two-phase PTS situations. E.g. the nozzle diameter in the Bonetto & Lahey data is much smaller than in 
case of ECC injection into the cold leg. Also the jet is perpendicular to the pool surface but may have 
different angles in the PTS relevant case. Even more important is the fact that the experiment is done only 
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for air-water and not for water-steam. Since CFD codes should have some capabilities to extrapolate to 
other parameter ranges, these data can be also used, but for comprehensive validation the validity of the 
models has to be shown also for the required parameter range. 

The HYBISCUS, UPTF-TRAM C1, COSI and ROSA experiments aim on an integral simulation of 
two-phase PTS scenarios. For this reason most of the single effect phenomena are present, but all these 
experiments were weakly instrumented. The data available from these experiments can be used for 
validation of the integral process in principle, but only few data can be compared. For a well-founded 
validation measurements of different parameter with a high resolution in space and time are needed. 

A new experiment on the PTS issue is under preparation at the TOPFLOW facility of the 
Forschungszentrum Dresden-Rossendorf e.V. (FZD) in Germany. Beside FZD the consortium comprises 
EDF, CEA, AREVA-NP and IRSN in France along with PSI and ETH Zürich, Switzerland. The reference 
reactor for the tests is the CPY, 900 MWe plant operated in France. The test mock-up will comprise the 
cold leg and a part of the downcomer in a geometrical scale of 1:2.5. It will be installed inside the pressure 
tank of TOPFLOW in order to allow operation at a pressure of up to 5 MPa in pressure equilibrium with 
the inner atmosphere of this tank. This allows building the flow channel from components with thin walls, 
which ensures optimal access with instrumentation. Besides the operational standard instrumentation 
(pressure, differential pressure, temperature, flow rates), the instrumentation will comprise thermocouples, 
heat-flux probes, wire-mesh sensors, local void probes equipped with a micro-thermocouple, high-speed 
camera observation and infrared camera observations. These measuring techniques will provide data with 
high resolution in space and time. Additional measuring techniques such as PIV and a four-tip electrical 
probe are being tested for their applicability for these tests. Steady state as well as transient tests will be 
performed. 
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6. THE POOL HEAT EXCHANGERS 

6.1 Identification of all important flow processes of the issue 

Pool heat exchangers are important elements of advanced passive safety systems for the Westinghouse 
AP1000 (W.E. Cummins, et al., 2003), the GE ESBWR, and other proposed passive designs.  In 
pressurised water reactors the pool heat exchanger associated with the Passive Residual Heat Removal 
(PRHR) system is primarily intended to take the thermal load from decay heat when the steam generators 
are not available in situations such as loss of feedwater (including feedwater line breaks) or a steam line 
break. However, the PRHR can also play a significant role in loss of coolant accidents, contributing 
substantial cooling before the system pressure drops enough to permit gravity draining from the In Reactor 
Water Storage Tank (IRWST) into the vessel.  In boiling water reactors, the analogous pool heat 
exchangers are part of Isolation Condenser System (ICS), used as a heat sink when normal steam flow is 
disrupted.  A similar set of pool heat exchangers are used in the ESBWR’s Passive Containment Cooling 
System (PCCS). This system performs the same function as condensation on the steel shell of the AP1000 
containment during a Loss of Coolant Accident (LOCA). 

This section focuses on flow processes on the pool side of the heat exchangers, so many details of the 
PRHR, ICS, and PCCS will not be discussed.  The PRHR uses C shaped tubes, while the ICS and PCCS 
use tubes that are basically vertical.  The general shapes of these heat exchangers are illustrated in Figure 
6.1, but no representation of scale is intended in these drawings, and no attempt was made to represent the 
bundle configuration of the C tubes for the PRHR. Two important features to note in these drawings are 
that: 

1. the PRHR has substantial horizontal runs in the heat exchanger tubes; 
 

2. the ICS and PCCS heat exchangers have manifolds at top and bottom that will affect the flow 
pattern. 

The primary safety issue associated with these heat exchangers is whether or not they can remove energy 
from the reactor at the rate it is being added by decay heat from the core. If so, it is also useful to know 
how long they will function at this level, before outside intervention is required to supply additional 
cooling water to the pool. Within the intended uses of the pool heat exchangers, any safety issue related to 
flow in the pools has been considered to be resolved through experiments and relatively simple heat 
transfer calculations. Behaviour of the PRHR has been studied in conjunction with the SPES (C. Medich et 
al. 1995), ROSA (Y. Kukita et al. 1996), and APEX (Lafi &. Reyes 2000, Hochreiter & Reyes 1995, 
Welter et al. 2005) test facilities. The ICS and PCCS have been studied through experiments at the 
PANDA (Dreier et al. 1996) and PUMA (Bandurski et al. 2001, Ishii et al. 1998) facilities. As the 
performance of these units under certain accident conditions depends on the heat transfer on primary and 
pool sides, a brief discussion of certain important processes in the primary side has to be included here. 
Indeed, for certain transient scenarios with presence of large concentrations of non-condensable gases in 
the tubes the heat removal also depends on the distribution of these gases (air or hydrogen or other gases, 
depending on accident scenario and on whether the containment is inerted). In particular, in presence of a 
light gas the flow distribution among the tubes could become very complex and flow reversal and gas 
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accumulation in some tubes could occur. This would lead to a substantial reduction of the active primary 
heat transfer area (partial blanketing) with reduction in the overall condensation rate, consequent transport 
of a substantial amount of steam into the suppression pool, and, finally, increase of the long-term pressure. 
This issue has been experimentally tackled in a number of tests in the scaled facility PANDA, which 
provided some evidence that substantial degradation is not to be expected. However, as the PCC units 
installed in PANDA represent just a slice of the ESBWR full-scale unit, scale-up to plant size could be an 
issue that would need further clarification, and this can only be achieved by means of validated, three-
dimensional models. The following tasks require a refined TH analysis: 1) Predict the condensation rates in 
the tubes and its effect on flow and gas concentration distribution; and 2) Predict the heat transfer rate 
(boiling) on the pool side. 

 

Figure 6.1:  Heat Exchangers in AP1000 and ESBWR 

Flow in the pool is buoyancy driven natural circulation, starting with a simple single phase flow, and 
evolving to a two phase flow as the pool is slowly heated. Upward flow is concentrated in close proximity 
to the heat exchanger. In any horizontal plane, the area occupied by the bulk of the upward mass flow is 
very small in comparison to the total pool surface area. As a result the heated flow will spread relatively 
slowly across the surface, and downward flow velocities in the circulation pattern will be very small. 
Behaviour of this natural circulation pattern will be significantly different from the widely studied Benard 
convection (Daly 1974, Zboray & de Cachard 2005), but will share two key properties observed early in 
the study classic Benard problems. Turbulence can be expected to be anisotropic, and once the flow is 
established, turbulence will be primarily produced through shear effects already represented in standard 
turbulence models. Turbulence production by special buoyancy effects will be far less important, and may 
not need special models. However, over most of the water tank, a thermally stratified pattern will exist in 
which buoyancy effects will act to suppress any turbulence, and depending on the level of fidelity required 
for the numerical simulation, terms may be needed in the turbulence model to account for this effect. Other 
considerations for turbulence modelling include the effect of bubbles on turbulence in the continuous 
liquid field, and the influence of the free surface at the top of the pool.   

PRHR ICS or PCCS 
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Early in any transient, heat transfer from the tubes will be dominated by sub cooled nucleate boiling at the 
higher elevations (inlet for interior flow) and by convective heat transfer lower on the tubes where the 
interior flow has been cooled enough to permit tube outer surface temperatures below the saturation 
temperature. Later in a transient, a saturated layer develops in the upper level of the pool and the upper 
portions of the tube will be in standard nucleate boiling. For a PRHR heat exchanger, experiments at the 
APEX facility indicate that the top horizontal run of the C will carry most of the heat load, so that 
experience with nucleate boiling in horizontal tube heat exchangers will be more valuable than standard 
reactor experience with rod bundles. 

6.2 Limits of previous approaches and expected improvements with CFD 

Heat removal systems implementing heat exchangers, like the Isolation Condenser (SBWR) and PRHR 
(AP600), have been modelled in the past with the most well-known system codes (RELAP, CATHARE, 
ATHLET), in order to calculate their performance and the plant response at different accident conditions. 
The overall behaviour of heat exchangers with vertical tube bundles, as proposed in these systems, are 
generally well reproduced in the latest code versions both for pure steam and in presence of non-
condensable gases. Nevertheless the description of the condensation along the interior of the tubes requires 
further qualification of the related models, while the simulation of the three-dimensional convection in the 
pool needs a more accurate model than the one-dimensional nodalization usually adopted.  

As concerns the primary side, a specially challenging problem arises in the analysis of severe accident 
conditions, as the presence of a light gas (hydrogen) leads to very complex conditions in the multi-tube 
geometry, with possibility of flow reversal in several of the tubes, and strongly inhomogeneous deposition 
of aerosols. As these conditions could eventually lead to a substantial deterioration of the performance of 
the condenser, and no credit can be given to simulation performed with 1-D codes, costly experiments are 
needed for addressing these issues.  

As regards the simulation of the pool-side heat transfer, one-dimensional tools cannot provide any reliable 
prediction for the long-term cooling phase, if the water level drops below the top of the tube bundle. In 
fact, for an increasingly dry tube bundle, the changing boiling conditions determined by natural convection 
below the decreasing water level cannot be represented. 

In order to evaluate the reliability and the efficiency of such innovative safety systems in a wide spectrum 
of accident conditions and to develop a design economically competitive there is a need of more accurate 
and better qualified TH numerical tools, able to provide a realistic prediction of all the physical phenomena 
concerned.  A more accurate representation for the pool needs a specific 3D 2-phase module with 
turbulence effects. The better solution is the modelling of two-phase flows with methods similar to the 
ones used for multi-dimensional single phase flows (CFD), including turbulence and free surface effects.  
This approach may prove to be sufficient for certain transients, but it is expected to be challenged by the 
most severe scenarios, when bundle dryout occurs. For these conditions, with a large area of the tubes in 
contact with a high quality mixture, the representation of a droplet field may be required, for both 
improving physical modelling and circumventing numerical problems related to the propagation of the 
boil-down front under very low (atmospheric) pressure conditions.    

For mixing in the suppression pool under long-term decay heat removal conditions, CFD codes are 
required (using RANS or LES approaches) for calculating the mixing induced by the bubble plumes 
(condensing steam or a mixture of gas ans steam) generated by the low flow rate venting.  
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6.3 Selecting a Basic model  

Modelling of the full pool will require treatment of bubbles as a subgrid phenomenon. The relatively large 
void fraction in the plume later in a transient means that a fully Eulerian rather than Eulerian-Lagrangian 
approach is preferable for modelling the two phases. As a minimum, a two-fluid model will be needed with 
separate mass, energy and momentum equations for each phase. These equations should be supplemented 
by an equation to follow either bubble number density or interfacial area.  The bubble momentum equation 
will need special terms and corresponding models for standard interfacial drag, lift forces, turbulent 
dispersion forces, and momentum exchange associated with phase change.  Virtual mass is very unlikely to 
produce significant contributions to a model of the full tank, but may be appropriate in special localized 
calculations in which details are resolved of bubble motion within turbulent eddies. A more detailed 
discussion of these source terms for the momentum equation can be found in a paper by Zboray and de 
Cachard (2005). Phase change away from the wall can be handled by a heat conduction limited model, and 
use of accepted models for interfacial heat transfer coefficients. Phase change at the wall will need special 
contributions to the phase change source terms and associated interfacial area source term to account for 
nucleate boiling. 

Knowledge of nucleate boiling at the tube surfaces could be enhanced by use of more detailed models 
employing Direct Numerical Simulation (DNS), or near DNS, including use of a Volume of Fluid (VOF) 
(Hirt & Nichols 1981) or Level Set (LS) (Osher & Fedkiw 2001, Shepel et al. 2005) approach to locating 
the interfaces bounding bubbles. A discussion of the potential for this approach can be found in a recent 
paper by Yadigaroglu (2005).  

Because bubbles originating at different locations on the tube’s surfaces will be mixed in the flow above 
the heat exchanger, additional sets of mass, momentum, and area transport equations for representative 
bubble fields may be justified. Work supervised by M. Ishii (Hibiki et al. 1998, Suna et al.2004) at Purdue 
University is a good starting point for source terms representing bubble coalescence and break-up in the 
field equations. 

6.4 Filtering turbulent scales and two-phase intermittency scales  

RANS analysis with a 2nd order Reynolds stress model for turbulence has worked well in the past for single 
phase natural convection. This has the advantage that conflicts will not arise between the filtering scales 
used for turbulence and for the two phase model. Given the range of scales between tube spacing and tank 
dimensions, full LES is probably not a viable choice for full tank simulation, but a hybrid approach may 
prove to be valuable. If LES is used within the bubbly plume, no conflict of scales is likely as long as the 
liquid has no superheat. However, once the bulk fluid crosses the saturation line at and above the upper 
extent of the heat exchanger, bubbles will grow rapidly in size as they rise to the pool’s surface. 
Interactions between turbulent eddies and bubbles in this region will not be simulated well without a great 
deal of new work on model equations. 

6.5 Identification of Local Interface structure  

Thought must be given to both the interface at the surface of the pool, and the interfaces between 
submerged bubbles and the pool. The simplest model for a pool surface is a flat mesh boundary with free 
slip boundary conditions. This may be adequate for some purposes, but longer term simulations need to 
account for a decreasing water level as pool inventory is boiled away. In addition a more accurate 
representation of the fluid dynamics may need to account for surface deviations from horizontal due to the 
strong upward flow in the bubble plume. An additional consideration is interaction with flow above the 
pool surface. Basic analysis of the PRHR, ICS, or PCCS systems can end with the surface. However, as 
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more integrated system analysis is attempted and pool contributions beyond the heat exchangers are 
explored, feedback with the containment through the surface becomes more important.  

The pool surface may be tracked with an adaptive mesh, or via some surface tracking method within a 
fixed mesh. The VOF and Level Set (LS) approaches discussed above for bubble surface tracking are both 
good candidates for following the surface. These numerical technologies have been used and refined over 
many years, and something is available in just about any commercial, or full featured laboratory CFD 
package.  

Modelling of the bubble interfaces comes at two levels of complexity. The first is for a subgrid (two-fluid) 
approach to bubble modelling. Here the interface for each bubble is normally assumed to be spherical, and 
the interfacial area transport equation is used to determine the total bubble interfacial area in any 
computational volume. This model can be refined by using information on velocities and bubble sizes to 
introduce other bubble surface shapes (e.g. cap bubble) into underlying calculations for constitutive 
relationships. The second level of complexity occurs when the mesh is fine enough to resolve some range 
of bubbles. This becomes a more complicated version of tracking the pool surface, and LS or VOF 
approaches are applied to locate the surface of each resolved bubble. Software and hardware technology 
are far from ready to handle this level of detail for a full pool heat exchanger simulation. However, it will 
be needed to provide the combination of grid resolved and subgrid modelling of bubbles consistent with 
LES. 

6.6 Modelling Interfacial transfers 

Models are already available for interfacial heat transfer coefficients associated with bubbly flow from two 
phase thermalhydraulic codes, and should be used when bubbles are treated as a subgrid phenomenon. 
These provide direct information on interfacial energy transfer, and indirect information on interfacial 
mass transfer via a heat conduction limited phase change model. The interfacial area across which heat and 
mass are transferred should come from an interfacial area transport equation. In this problem with rising 
bubbles, details of the bubble geometry depend on its history, and can not be obtained solely from local 
conditions. Models are also available for terms in the momentum equations representing for standard 
interfacial drag, lift forces, turbulent dispersion forces, virtual mass, and momentum exchange associated 
with phase change. Work is needed to improve existing interfacial heat and momentum transfer 
coefficients by including the information from the turbulence model. 

6.7 Modelling Turbulent transfers 

As previously mentioned the first choice should be a Reynolds Stress model for turbulence. This requires 
addition of transport equations for each component of the Reynolds stress tensor, instead of a single 
transport equation for turbulent kinetic energy. The presence of bubbles can have a significant effect on 
turbulence, but this can be modelled as source terms within the chosen set of single phase turbulence 
transport equations for the continuous liquid field. For internal flows bubbles have been observed to have a 
net damping effect on turbulence intensity near walls. In regions with little shear, turbulence in the liquid is 
enhanced by wake turbulence from the bubbles. The turbulence transport equations also need to include 
specific terms to account for buoyancy and for effects from the pool’s free surface.   

6.8 Modelling Wall transfers 

Momentum transfer at tank walls can be handled by standard wall functions, since the flow there will be 
single phase. However, different treatment will be required along tube walls that are producing nucleate 
boiling. Results analyzed by Troshko and Hassan (2001) show significant discrepancies between a 
standard single phase model for near-wall velocities and some experimental results in bubbly flow by Sato 
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et al (1981). Troshko and Hassan developed a two phase wall function model, but further improvements 
are needed. 

Cheung and Liu (1999) have shown that the nucleate boiling heat transfer and the Critical Heat Flux (CHF) 
point depend strongly on the spatial orientation of the heated surface. Detailed experiments and perhaps 
detailed (near DNS) flow simulations will be needed to obtain high quality heat transfer wall functions for 
the exterior of C-tube or U-tube pool heat exchangers. For some lower accuracy applications it is possible 
to adapt heat transfer correlations from the large volume of literature on horizontal tube heat exchangers to 
the top and bottom runs of the C tubes (e.g. Cornwell & Houston 2000). However, most such correlations 
are based on bulk fluid properties, and need to be adapted with care. Models for nucleate boiling heat 
transfer are available that are based upon local fluid conditions at the wall (e.g. Steiner et al. 2995), but 
anyone adapting them must understand applicability to different surface orientations relative to vertical.   

6.9 Validation matrix for the selected NRS problems 

Separate effects validation for the pool heat exchanger problem should begin with the experiments listed in 
the previous section on DNB. Unfortunately, these experiments are focused on flows along vertically 
oriented rods or tubes. To validate simulations of C tube heat exchangers, CFD grade data will also be 
needed for cross flow over horizontally oriented heated rods.  Because the pool is subcooled over a 
significant time period, simple experiments will be needed to validate condensation models. 

CFD grade validation data is not available from experiments modelling passive reactor pool heat 
exchangers. However, bubble plume data from the LINX facility (Zboray & de Cachard 2005, Simiano 
2005, Simiano et al. 2004, 2005, and 2006) is directly applicable to testing most modelling capabilities for 
the heat exchangers, providing data on velocities, turbulence, and void distributions. In addition 
temperatures are available at eleven axial locations in the scaled IRWST of the APEX facility, and on its 
heat exchanger tubes (Welter et al. 2005). These can be used to check a code’s ability to produce the 
correct overall energy balances, and to predict the time evolution of the tank’s thermal stratification. Useful 
data could also be obtained from ROSA (Kukita et al. 1996). In addition general capabilities of a CFD 
code to model two phase natural convection can be tested against experiments at Forschungzentrum 
Rossendorf (FZR) (Aszoke et al. 2000) using a cylindrical tank with heated walls. This series of 
experiments produced excellent data on liquid temperature and void distributions, but nothing on flow 
velocities or turbulence intensities. For a full spectrum of validation, CFD grade data will be needed from 
experiments with scaled prototypic pool heat exchangers. 

For the specific issue of the performance of the PCC units of the ESWBR, no CFD grade validation data is 
available. However, the capability of the codes to predict the overall performance of the PCCs in presence 
of a light gas (helium as simulant of hydrogen) in the primary side can be tested using the data of 
experiments performed in PANDA within the 5th EU-FWP project TEMPEST (2004). These data include 
mainly temperature distributions in selected tubes, and total condensation rates, but no in-tube gas 
concentration or velocity measurements. Analyses of one of these experiments (Lyclama & Nijeholt 2003), 
where only two PCCS were in operation, have been performed with two CFD codes (Tuomainen 2003), 
which produced encouraging results with respect to the qualitative behaviour of one PCC, although using 
simplified CFD models. The complexity of the phenomena (including different behaviour of the PCC 
units) and a number of uncertainties in the boundary conditions (especially pool side heat transfer) 
prevented, however, a quantitative analysis capturing the details of the gas distribution within the tubes. 
Future use of these data for code assessment is thus limited to the comparison of the calculated total 
condensation rate with the experimental results. Furthermore, it should be considered that the CFD model 
must include representation of all PCC units in operation and appropriate assumptions should be made with 
respect to the pool heat transfer.  
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Validation tests are also available at a much smaller scale from an entirely different field of research. Two 
phase natural circulation is also an important phenomenon in electrochemical cells. Gas produced at the 
anode and cathode of such a cell drives circulation patterns that can be important to the performance of the 
cell. Data (LDV, PIV, and image processed bubble size distributions) taken by Boissonneau and Byrne 
(2000) in a small electrochemical cell could be useful in validation of a two phase CFD model in the realm 
of natural circulation. However, additional equations would be needed to model transport of ions, electric 
current in the fluid, and bubble production at the anode and cathode. One example is a recent analysis by 
Mat and Aldas (2005) using the CFD code PHOENICS to explore convection patterns in a simple 
hypothetical electrochemical cell. They found that the flow pattern depended strongly on assumed bubble 
size.   
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7. THE STEAM DISCHARGE IN A POOL 

7.1 Identification of All Important Flow Processes of the Issue 

Reactors Adopting the Relevant System 

Several types of light water reactor (LWR) adopt a concept of steam discharge into a subcooled water pool 
as a safety-related system. Here the steam is discharged either from a reactor coolant system (RCS) or from 
a compartment of a containment system (CS), as a pure steam or a mixture of steam and non-condensable, 
for depressurization or gas venting of relevant systems. An example can be found in BWR suppression 
pool [USNRC, 1981]. Some of advanced LWRs (ALWR) also adopts a similar design concept. They 
include a pressure suppression pool in SBWR [Gamble et al., 2001], an IRWST pool with the automatic 
depressurization system (ADS) in AP1000 [Cummins et al., 2003], and an IRWST pool with the safety 
depressurization and vent system (SDVS) in APR1400 [Lee et al., 2003; Song et al., 2006].  

The pressure suppression pool (SP) of SBWR is equipped with two different discharging devices: main 
vents with several side holes and a downcomer with one downward discharge hole of large diameter 
[Gamble et al., 2001].  Discharge from the main vents consists of three phases: water clearing for very 
short period, a discharge of steam with a high concentration of non-condensable, and successively a 
continuous discharge of steam with low concentration of non-condensable over a wide range of mass 
fluxes. The discharge from the downcomer shows a rather low steam mass flux, often leading to the 
chugging which is one of the unstable condensation modes. In the case of the IRWST for advanced PWR 
designs such as APR1400 or AP1000, many discharging devices called the sparger or quencher are 
installed, of which the shape is typically either the I-type without side arms or more complicated shape 
(X-type or T-type) with side arms. Each sparger or arm has many discharging holes with small diameter of 
typically about 10 mm. As an example, in APR1400, each sparger has 144 side holes with 10 mm in 
diameter and one bottom hole with 25 mm in diameter [Song et al., 2006]. This case, in general, shows 
three different discharging phases typically for an abnormal operation like a Total Loss of Feed Water 
(TLOFW) [Song et al., 2002; Song et al., 2003]: a water clearing at the beginning of discharge, followed 
by an air clearing for very short period, and finally a continuous discharge of pure saturated steam usually 
under very high steam mass flux for a long time.  

There are practically at least two kinds of technical concern during the actuation of discharging devices. 
The one is a concern on thermo-hydraulically induced mechanical loads on the structures of relevant 
systems, which are induced either by the direct influence of discharging process or by resultant 
thermo-fluid dynamic processes such as periodic expansion/contraction of large air bubbles or pressure 
oscillation due to unstable condensation of discharged steam in a water pool.  The other concern is on the 
thermal mixing in a water pool. At an early stage of steam discharge, the steam is condensed effectively by 
mixing with subcooled pool water. As time goes on, however, the pool water temperature increases locally 
or globally above a certain limit due to a continuous influx of high-energy steam [USNRC, 1981; Kang & 
Song, 2006(a); Kang et al., 2005]. Accordingly the condensation efficiency becomes decreasing and an 
unstable condensation, such as condensation oscillation or chugging, may occur due to a high pool water 
temperature. In fact, some structural failures due to the condensation oscillation have been previously 
reported in BWR suppression pool [USNRC, 1981]. From a viewpoint of unstable condensation, we can 
consider a local hot spot, which may exist due to an unfavourable thermal mixing in a large pool and 
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resultantly affect the stability of condensation during a long-term bleed-feed operation in TLOFW [Song et 
al., 2006].  From a global viewpoint, we can also consider a thermal stratification, which usually form in 
the upper part of water pool.  

During the venting process in ALWR, the steam discharge into a water pool is commonly considered along 
with a possible inclusion of non-condensable from the viewpoints of both mechanical loads and the 
thermal mixing. With the CFD application to nuclear reactor safety problems in mind (at least within the 
context of this report), it may be preferable to confine our attention only to the case of Direct Contact 
Condensation (DCC) of a pure steam discharged into a subcooled water pool through immersed spargers. 
So excluded hereafter for discussion is our interests in condensation-induced pressure oscillation, the 
steam-gas mixture effect on DCC and the resultant thermal mixing, and DCC occurring in rather flat 
condensing interfaces (e.g., condensation in a stratified or separated two-phase flow situation).  

Basic Flow Processes 

The DCC of steam discharged in a pool is very much dependent on the design of steam sparger, which can 
affect significantly the efficiency and stability of condensation as well as the thermal mixing in pool. DCC 
of our interest is revealed when saturated or superheated steam flow contacts with a highly subcooled 
liquid. Typically in this situation, the liquid has a low velocity or is quasi-stagnant whereas steam flows 
into a pool as a jet with very high speed. This leads to a rapid condensation of steam and the resultant 
turbulent mixing. Usually pressure also oscillates locally when a certain volume of steam is condensed 
radically leading to an unstable flow behaviour or thermally non-uniform state in a pool.  

The process of steam jetting into a pool are normally associated with several elementary flow phenomena, 
such as the steam jet, turbulent jet, impinging jet, wall jet, and the resultant local and global flow 
circulation. Figure 1(a) shows a flow pattern induced by a horizontally discharging steam jet, which is 
typically observed in a subcooled water pool. Steam, discharged usually at the choking condition through 
spargers in PWR cases, forms a steam jet just downstream of the sparging hole or nozzle. In general, the 
steam jet consists of the vapour core and two-phase mixing region. The steam jet acts as either a forced jet 
under a high discharging mass flux, which penetrates the pool horizontally with very little upward motion, 
or a buoyant plume under a low flux condition with distinctly upward motion near the exit of a sparger due 
to buoyancy effect, as experimentally observed in Figure 1(b) in the B&C facility at KAERI [Cho et al., 
2002].  As the steam jet penetrates horizontally into a water pool and entrains liquid from the pool water, it 
induces a turbulent jet, of which the velocity decays slowly along its axial distance. Once the turbulent jet 
becomes a perpendicularly impinging jet hitting on the pool wall, it will expand into a wall jet, which is a 
radial jet moving out along the wall in all directions. This situation is true for a high discharging mass flux 
especially under a large pool subcooling condition. When a pool temperature increases, however, the 
circulation flow pattern induced by the horizontal turbulent jets diminishes and instead, a type of buoyant 
plume appears distinctively near the sparger due to the decrease of condensation efficiency and the 
increased effect of buoyancy. 
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Figure 1(a):  Circulation flow pattern induced by a horizontal steam discharge in a pool 
(Typical of APR1400) 

 

Figure 1(b):  Flow pattern reconstructed from the temperature measurements in a scaled facility 
to simulate APR1400: Two types of steam jets shown [Cho et al., 2002] 

Major Thermal-hydraulic Phenomena 

A steam sparger, in general, consists of a number of discharging holes: hole or nozzle type, and horizontal 
or vertical orientation in upward or downward direction. So it is very important to understand the 
discharging behaviour of a single jet in a pool. 
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The condensing behaviour of a single jet has been previously studied analytically or experimentally by 
many investigators and they proposed some empirical or semi-analytical models for the heat transfer 
coefficient over a wide range of steam mass flux conditions [e.g., Aya & Nariai, 1991; Young et al., 1974; 
Fukuda, 1982; Cumo et al., 1978, Kerney et al., 1972; Chun et al., 1996]. Also empirical correlations of the 
steam jet length was proposed by many investigators [e.g., Del Tin et al., 1983; Kerney et al., 1972; 
Weimer et al., 1973; Chun et al., 1996].  Song et al. (1998) also investigated experimentally the shapes of 
steam jet, steam jet length, heat transfer coefficients, and axial and radial temperature distributions in a 
steam jet over a wide range of test conditions with different nozzle diameters. Three different shapes of 
steam jet have been identified, which include the conical, ellipsoidal and divergent types, as typically 
shown in Figure 2.  Stable steam jets, such as conical and ellipsoidal shapes, have been observed under a 
high steam mass flux with a large pool subcooling in small hole sizes.  

 
Figure 2:  Different types of steam jet in a subcooled water pool [Song et al., 1998] 

 

Figure 3(a):  Condensation regime map for a single-hole sparger [Cho et al., 1998] 

 

(a)  Conical Shape : d = 15mm, 
Tpool=35oC, G=350 kg/m2sec

(b)  Ellipsoidal Shape : d = 7mm, 
Tpool=40oC, G=920 kg/m2sec

(c)  Divergent Shape : d = 10mm, 
Tpool=80oC, G=600 kg/m2sec 
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Figure 3(b):  Condensation regime map for a multi-hole sparger [Kim & Song, 2003] 

Recently Cho et al. (2004) observed different behaviours of thermal mixing in a pool, which are dependent 
on the arrangement of discharging holes for multi-holed sparger and this attributes to different behaviour of 
the interaction between adjacent steam jets.  Gamble et al. (2001) investigated the interaction of adjacent 
steam jets for typical conditions in a SBWR blowdown flow. There is an overlap between adjacent jets, 
and the cumulative jet looks more like a rectangular jet where there is no growth in the vertical direction 
and the jet expands in the horizontal direction.  

It is well known that the interfacial transfer of momentum, heat and mass during the DCC of steam in a 
pool is highly dependent on the condensation regime. It is not likely that a correct prediction can be found 
for an associated heat transfer rate unless the mechanism of condensation is well understood and the 
condensation regime is identified properly. Condensation regime maps, which is mostly dependent on the 
steam mass flux and pool temperature (more exactly subcooling), have been proposed by many 
investigators, including Nariai & Aya (1986) and Fukuda (1982) in vertical nozzle, and Young et al. (1974) 
in a horizontal nozzle for rather limited range of steam mass flux, among others. Chun et al. [6] extended 
the steam mass flux range to 1500 kg/m2-s for small horizontal nozzles. Recently Cho et al. (1998) 
proposed a condensation regime map of single nozzle where the condensation mode could be classified 
into six regions: chugging (C), transitional (TC), condensation oscillation (CO), stable condensation (SC), 
bubbling condensation oscillation (BCO) and interfacial oscillation condensation (IOC) as shown in 
Figure. 3 (a). Recently Kim & Song (2003) developed a new condensation regime map, which consider the 
effect of multiple discharging, as shown in Figure 3(b).  The regime map for the case of multiple holes 
shows the trends of C-CO (for higher temperature region) and CO-SC (for lower temperature region), 
which are slightly different from those of the single nozzle case. 

Multi-scale Approach 

The physical processes to affect a thermal mixing due to the DCC of steam in a pool have three different 
scales, typically shown in Figure 1(a) and Figure 4, can be summarised as follows: 

– Macro-scale (Pool): Typical phenomena having this scale are the turbulent jet, impinging jet 
and wall jet, and the mixing between these jets and quasi-stagnant surrounding water in a 
pool. These have a length of order of about several tenth cm or 1 m.  Single phase mixing 
pattern affected by these jets can be reasonably described by using standard CFD analysis 
tools or even by adopting multi-dimensional models with very fine mesh in system analysis 
codes. 
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– Meso-scale (Jets region): Phenomena at this scale include the formation of steam jets and the 
interaction between adjacent ones, all of which have a length of order of about 1 cm.  Since 
the turbulent jet forms due to the momentum interaction between discharged steam jet and its 
surrounding liquid, the details of steam jet behaviour should be well predicted, especially in 
terms of momentum transfer to its neighbouring liquid, for understanding the behaviour of 
turbulent jets and their resultant effects on impinging jets. Once the information on meso-scale 
parameters is known, the macro-scale information, such as a temperature distribution in pool, 
can be easily predicted using state-of-the-art CFD tools.  

For accurate calculation of the behaviour of a condensing steam jet, much smaller scale 
(micro-scale) information shall be required a priori to simulate the detailed phenomena at the 
condensing interfaces, especially on the boundary layer of surrounding liquid side.  

– Micro-scale (Interfacial region between steam jet and pool water): Phenomena at this scale 
include the local characteristics of heat and mass transfer at the interfaces between steam jets 
and surrounding liquid. Also included is the interaction of some of the isolated micro-bubbles 
in the two-phase mixing region near the surface and the downstream of a vapour core, and the 
collapse of bubbles in turbulent mixing region by condensation. All of these parameters have 
a length of order of about 1 mm or smaller. 

Since the interaction between vapour core and surrounding liquid at the condensing interfaces 
is microscopic, the details of a condensing jet and the resultant mixing phenomena in a pool 
should be dealt with based on the multi-scale approach as pointed out by Yadigaroglu (2005). 
The most important phenomena to be treated in CFD analysis of the macroscopic behaviour of 
thermal mixing induced by the steam discharge in a pool, however, are associated with the 
meso-scale phenomena such as the momentum interaction between a group of discharged 
steam jets and its surrounding liquid, as pointed out by Kang & Song (2008).   

7.2 Limits of Previous Approaches and Expected Improvements with CFD 

To predict the behaviour of steam discharge in a pool requires three-dimensional capabilities since the 
liquid temperature in a pool, which affects the condensation efficiency, depends on turbulent mixing and/or 
possibly gravity-driven circulation with density stratification.   

Even though there are some applications of system analysis codes with multi-dimensional capabilities 
based on the two-fluid model, such as Gamble et al. (2001), Bang et al. (2005), B.D. Chung et al. (2005), 
they might be applicable only to the cases of rough estimation of relevant phenomena due to the limitations 
of at least both the attainable mesh size and the treatable minimal size of physical length scales in the 
codes. In fact, it is very difficult to properly simulate two different kinds of steam jet behaviour, such as a 
forced jet or a buoyant plume, which directly affect the momentum transfer from a steam jet to a 
subsequent turbulent liquid jet. Without proper simulation of this momentum transfer among others, it will 
be hard to accurately predict the overall behaviour of mixing pattern in a large pool.  

A better results can be obtained based on the CFD approach for multi-dimensional analysis of condensing 
two-phase flows and the resultant thermal mixing phenomena: (i) Conventional CFD methods for single 
phase flow analysis with some simplified or sophisticated models specific to simulating the steam jet and 
its interaction with pool water, (ii) CFD methods based on the classical two-fluid model, (iii) CFD methods 
based on the two-fluid model along with the interface tracking methods (ITM), and (iv) also the use of 
advanced numerical methods based on the single-fluid approach.  
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The most promising analysis tools for the future will be the adoption of computational multi-field fluid 
dynamics (CMFD) along with an ITM based on the detailed understanding of microscopic phenomena in 
and around the condensing interfaces. At the moment, there is no single numerical tool well adapted to 
predict the DCC phenomena in a pool with a sufficient accuracy. There are certain limitations of 
lumped-parameter and coarse-mesh approaches to certain classes of thermal-hydraulic phenomena relevant 
to nuclear reactor safety. As pointed out by Yadigaroglu (2005), the physics of the flow may be amenable 
to appropriate prediction by scale-specific strategies at each level of multiple scales, and the linking of the 
solutions for each scale will be required to consider the inter-scale interaction and to close the problem of 
interest with a multiplicity of scales.  

7.3 Selecting a Basic Model  

The behaviour of impinging jet and wall jet, which affect both locally the thermal mixing near the 
elevation of steam discharging and macroscopically the global circulation flow pattern in a pool, can be 
rather easily predicted using the state-of-the art CFD tools with appropriately chosen turbulence models 
and these prediction can also be easily validated using experimental data.  

One of the key issues for solving the problems related to the steam discharge in a pool is how to practically 
deal with and determine the phasic interfaces. The phasic interfaces related to the steam discharge in a pool 
can be classified to two cases: One case is the condensing interface between the vapour core region of the 
steam jet and the surrounding water pool, and between small vapour bubbles finely dispersed in the 
two-phase mixing region of steam jet and the surrounding water. This interface is intrinsically unstable in a 
microscopic sense and may be violent in some conditions. The other case is the free surface of the pool 
water, which is rather stagnant or somewhat wavy due to sloshing in a rather confined pool. This is a 
moving interface between two immiscible phases, which can be encountered diversely in practical 
applications.  

Both the condensing interface and the free surface can be simulated using the sophisticated ITMs, which 
are still in an early stage of development. Tracking the interface of jetting, expanding or rising vapour 
bubbles is required for determining the interfacial area and its concentration, which are mostly important 
for the transfer of momentum, heat and mass in the DCC process.  

7.4 Filtering Turbulent Scales and Two-phase Intermittency Scales  

Considering the condensing flow in a pool, there will be macroscopically several different cases of flow 
structure: a high-velocity vapour core region surrounded by a continuous liquid phase, medium-velocity 
two-phase mixture region surrounded by a continuous liquid phase, impinging jet and wall jet regions, and 
the low-velocity global circulation zone, as illustrated in Figure. 1(a).  

Depending on the existing phases and flow velocity range in each region, the characteristics of flow 
turbulence will be different. At the interface between a vapour core and its surrounding liquid, an 
interfacial model applicable to the case of separated flow might be used, whereas in the two-phase mixture 
region, another model, which is applicable to the case of a finely dispersed bubble flow, could be valid. 
Around the flow stagnation point on the wall, the impinging jet hits the pool wall to form a wall jet, where 
the Reynolds Analogy will not be used in the turbulent energy equation any more due to a large pressure 
drop near the wall caused by the impinging jet [Bae & Sung, 2001].  

In general, the Reynolds Average Navier-Stokes (RANS) approach may be a suitable choice for the CFD 
analysis of the steam discharge in a pool considering the computational economics and the characteristics 
of a jet flow under the choking condition. A time average or ensemble average of equations as in the 
RANS approach can be applied. All turbulent fluctuations and two-phase intermittency scales can be 
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filtered in this approach if they are significantly smaller than scales of the mean flow. When a detailed 
estimation is tried to resolve the eddy motion of two-phase mixtures using the RANS model with simple 
turbulence models such as the eddy viscosity model or using the isotropic turbulence model, however, it 
must be applied very carefully since this may lead to a wrong velocity profile.   

In the continuous liquid phase, the Large Eddy Simulation (LES) approach can be applied [Smith et al., 
2003]. This requires that there is a filter scale smaller than the large eddies of the liquid flow and larger 
than the bubble size. Compared to the RANS approach, using the LES will allow simulation of bubble 
dispersion by the liquid turbulence instead of modelling it.  

7.5 Identification of Local Interface Structure  

In the case of the steam discharge in a pool, where a high condensation rate due to a large temperature 
difference between the two phases is achievable, the condensation process can directly generate 
instabilities. The behaviour of these condensation instabilities also influences the liquid entrainment into a 
steam jet region. The changes in these instabilities are responsible for the variations in the transfer of heat 
and mass on the surface of steam jet. 

The DCC-related heat transfer rate and the resultant mixing in a pool can be predictable only when the 
condensation mechanism is well understood and both the hydrodynamic and condensation regimes can be 
identified properly. Determination of the interfacial area and its concentration at the interface of jetting, 
and the expanding or rising of vapour or gas bubbles is mostly important for predicting the transfer of 
momentum, heat and mass in this mixing phenomena accompanied by the DCC process.  

The important local interfacial structure to be modelled for the steam discharge in a pool is the shape and 
dimensions of the vapour core as typically shown in Figure. 4 [Song et al., 1998]. Transport phenomena at 
the interface between the steam jet and the surrounding pool water as well as between the steam jet and the 
turbulent jet regions is important. The characteristics of momentum and heat transfers at the phasic 
interfaces are dependent on each phase or field.  

 

Figure 4:  Steam jet of high mass flux in a subcooled pool [Song et al., 1998] (Nozzle dia.: 10.15 
mm, Mass Flux: 600 kg/m2s, Pool Temp.: 40°C) 
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7.6 Modelling Interfacial Transfers 

In the case of steam discharge in a pool, there are two kinds of liquid-gas interface coexisting 
simultaneously in different regions of the computational domain: the condensing interface between the 
vapour core or bubbles and pool liquid, and the free surface of pool liquid.  These interfaces have to be 
modelled using either two different models or at least the same model with different values for the 
parameters. In order to apply the adequate model, the phasic interface has to be identified during CFD 
analysis. Concerning the phasic interfaces to affect the heat and mass transfer in the case of the steam 
discharge in a pool, two continuous regions of gas and liquid, and one dispersed bubbles region located 
near the vapour core boundary around the steam jet are typically observed.  

The heat transfer rate and the resultant mixing in a pool can be predictable when the thermo-fluid dynamic 
information at the condensing interfaces is available. The interfacial area and its concentration at the 
interface of jetting, and broken-up or rising bubbles are mostly important for the transfer of momentum, 
heat and mass in the DCC process, and it is very much dependent on the condensation regimes. For proper 
simulation of condensation process of the steam jet and its interaction with surrounding subcooled liquid, 
the shape and dimension (length and expansion ratio, etc.) of the vapour core should be properly 
predictable.  

Since the flow regions of interest are the vapour core surface and the two-phase mixture region in the 
steam jet, and the interface between these jet regions and the surrounding pool water as far as the 
interfacial transfer is concerned, a correct estimation of the momentum, heat and mass transfer at those 
regions should be performed to model the interfacial transfer phenomena. When the pool water is entrained 
into the vapour core and two-phase mixture jet regions, the interfacial friction should be importantly 
considered.  

7.7 Modelling Turbulent Transfers 

There are many challenging issues remaining in the development of reliable turbulence models for 
two-phase flow. Most of CFD analysis for bubbly flow, which corresponds to the interface region between 
the vapour core and its neighbouring liquid, is based on the RANS approach. In case of two-phase flow 
application of this approach, the turbulent dispersion force should be considered in addition to other 
interfacial forces such as drag and non-drag forces. Adequate models of these forces are needed based on 
mechanistic approaches for universal application.  

To model the turbulent transfer for a two-phase flow, it is one way that the two-equation model (i.g., k-ε or 
k-ω model) of the single phase turbulence needs to be expanded into two-phase flow by adding an 
interfacial transfer term for k-equation and ε-equation. The contribution of these terms into each equation, 
however, is not clear. The effort is needed to quantity these transfer phenomena. The bubbles and the 
liquid in the two-phase mixture region in a steam jet may enhance the turbulence of the continuous phase. 
This additional turbulence effect should also be modelled. In fact, the turbulent intensity in the inlet region 
of the turbulent jet has been experimentally observed to be non-isotropic and be an order of 20~25 % in its 
magnitude, which is much larger than the default value of max. 10% in commercial CFDD codes (van 
Wissen et al., 2005; Kang & Song, 2008; Choo & Song, 2008).   

The LES–based techniques can be used for simulating the turbulence in liquid phase of bubbly flow [e.g., 
Smith et al., 2003; Meier, 1999; Lakehal et al., 2002], based on the rationale such that large scale turbulent 
motions, which are captured explicitly within the LES methodology, will interact strongly with bubbles 
themselves, and thereby be mostly responsible for macroscopic bubble motion [Smith et al., 2003].  In this 
approach, however, the sub-grid-scale (SGS) would be less important, affecting only small-scale 
interactions. 
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The characteristics of liquid turbulence for both the impinging jet and wall jet regions, which might be 
much different from the case of conventional single phase flow field such as a confined channel or open 
space, affect the exchange of momentum between these jet regions and the surrounding liquid. Since the 
turbulence model for these jet regions, however, is already developed from other application fields, and 
they might be applied to the case of pool mixing of current interest. 

7.8 Modelling Wall Transfers 

In general, the primary effect of the wall on the steam discharge in a pool may be the wall lubrication force 
implemented in the source term of momentum equation with the two-fluid model. This force, however, is 
meaningful only for the case that the steam is discharged closely to the wall and there exists a bubbly flow 
near the wall. Since in most cases of steam discharging into a pool for nuclear reactor applications, the 
steam jet discharged from the sparger or subsequently forming turbulent jet is usually far from the pool 
wall, and thereby it is not necessary to consider practically the wall lubrication force applicable to two-
phase flow field. Instead, the conventional no-slip condition should be applied for the thermal mixing 
phenomena in a pool.    

As for laterally discharged steam jet near the wall, we have to consider two different cases, depending on 
the steam mass flux discharged, to affect the relative importance of impinging jet: The case of high mass 
flux shows significantly an impinging jet due to the momentum-controlled jetting, whereas the other case 
of low mass flux shows practically no impinging jet due to the buoyancy-controlled plume. Two different 
kinds of momentum transfer from the steam cavity to surrounding water as well as the interaction of 
induced impinging jet with wall should be well described in the analysis to properly model the wall 
transfer.  

Another wall effect may be associated with the existence of a stagnation point on the wall when the 
impinging jet hits the pool wall to form a wall jet. Around the flow stagnation point on the wall, the 
Reynolds Analogy usually used in the turbulent energy equation may no longer valid [Bae & Sung, 2001]. 

7.9 Validation Matrix for the Steam Discharge in a Pool 

The condensing behaviour of steam discharged in a subcooled water pool and the resultant thermal mixing 
requires a tool with three-dimensional prediction capabilities since the liquid temperature which affects the 
condensation efficiency depends usually on turbulent mixing and possibly on the gravity driven circulation 
due to a buoyancy effect especially under a density stratification situation or a low discharge flow 
condition.  So it is generally needed to validate the CFD tools against both local information on the 
interfacial area and the transfer of momentum, heat and mass in and around the steam jet, and the global 
information on the temperature and velocity distributions and flow circulation pattern in a pool. 

Experiments on the steam discharge in a pool can be classified into two types of testing: basic test and 
integral test. The basic test is required for understanding the mechanism of the DCC of steam jet and its 
momentum transfer to subsequent turbulent jet. It is likely to our understanding that a proper prediction of 
the DCC-associated heat transfer rate and resultant mixing can not be realized unless the condensation 
mechanism is understood and both the hydrodynamic and condensation regimes are identified correctly. 
Basic tests should reveal the local characteristics of flow and heat transfer in and around the steam jet 
region, such as the temperature, phasic boundary and interfacial area of vapour core, as well as the velocity 
and temperature distribution in the turbulent jet region under well defined initial and boundary conditions.  

Integral tests should provide detailed information on the macroscopic flow pattern in a pool, such as global 
circulation pattern, overall mixing and thermal stratification behaviours, as well as the interaction of steam 
jet induced impinging jet with the wall and the phenomena in and near the free surface of the pool. These 
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tests should also cover the condensing and mixing behaviours induced differently by either the buoyant 
plumes forming under low steam mass flux condition or the forced jet forming under high steam mass flux 
condition.  

Currently available experimental data sets for developing physical models for local phenomena of various 
jetting and jets-induced local mixing as well as the macroscopic mixing patterns in a large pool include the 
followings: 

(1) Basic tests: 

• GIRLS: Vertical upward or horizontal venting nozzle with single or multiple holes immersed in a 
circular tank for steam ejection to a water pool. [Kim & Song, 2003] 

• JICO: Vertical upward venting nozzle with a single hole immersed in a circular tank for steam 
ejection to a water pool, highly instrumented to measure 2-dimensional distribution of velocity in 
and around the steam jet, as schematically shown in  Figure. 5. [Choo & Song, 2008] 

• LINX: Vertical venting tube with downward injection of steam. [Smith et al., 2003] 

The LINX facility consists of a cylindrical vessel (stainless steel) of 2 m diameter and 
3.4 m height, with a total volume of 9.42 m3. A specially designed injector at the bottom of the 
vessel, consisting of 716 capillary tubes of 2 mm inner diameter, distributed uniformly over a 
circular area of 15 cm diameter, enables air injection to take place with a constant and equal flow 
rate per needle. With this arrangement, a broad, axi-symmetric bubble plume with a narrow 
bubble-size distribution diameter of around 2 to 3 mm is obtained.  

• PSU: Horizontal venting nozzle (Eden & Mahaffy, 2002) 

Experiments were conducted for steam into water, air into water, and air into air.  Tables are provided 
of pressure along the centreline of the jet for a wide range of inlet conditions.  Pressure expansion 
ratios for the jet were set at 2, 3, and 4.  Reynolds numbers at the nozzle were between 1.4x105 and 
3.2x105.  Density ratios (ambient to nozzle exit) ranged from 450-860 for steam-in-water, from 
170-340 for air in water, and from 0.2 to 0.4 for air in air experiments.  High speed photographs are 
available for the steam-in-water and air-in-water jets, as a means of checking CFD predictions of the 
extent of the vapour region. 

(2) Integral tests:  

• B&C: Prototypic scale of vertical downward pipe sparger with multiple holes for quasi-steady or 
transient steam ejection in a large pool with about hundreds thermocouples installed in the water 
pool. (Kang et al., 2005; Kang & Song, 2006a) 

• COMA: Thermal mixing in an annulus shape of condensing pool is experimentally simulated for 
prototypic situation in APR1400 IRWST. Several multi-holed spargers are installed for long-term 
steam ejection in a large pool with about hundreds of thermocouples installed in the water pool. 
(C.K. Park et al., 2009) 

Currently available experimental information on the macroscopic flow pattern in a pool, such as global 
circulation pattern, overall mixing and thermal stratification behaviours, seems to be sufficient for 
validating appropriate analysis tools including CFD codes due to some experimental programs, among 
others, such as B&C, COMA and LINX. However, the information on the local interaction of steam jet 
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with surrounding pool water in terms of hydrodynamic and thermal viewpoints is still needed  in order to 
understand better the relevant phenomena and also validate appropriate CFD tools against those local 
phenomena which eventually affect the global mixing behaviour.   

 

Figure 5:  Schematic of the JICO experiment to simulate a steam jet into a subcooled pool 
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8. FIRE ANALYSIS 

8.1 Identification of all important flow processes of the issues 

The fire scenarios in commercial Nuclear Power Plants (NPP) are large and diverse.  These scenarios may 
have characteristics or attributes that either cannot be modelled using computational fire models, and/or no 
experimental data is available to support a Verification and Validation study of that particular 
characteristic or attribute.  Improvements in these two specific limitations of limited fire modelling 
capabilities and/or insufficient experimental data are needed.  The generic list of scenarios includes fires in 
the switchgear room (SWGR), cable spreading room (CSR), main control room (MCR), pump room, 
turbine building, multiple compartment (corridor) scenarios, multi-level building, containment (PWR), 
battery room, diesel generator room, computer room, and outdoors. 

8.1.1 Fire Analysis 

A variety of fires modelling tools employing different features are currently available. The most 
appropriate model for a specific application often depends on the objective for modelling and fire scenario 
conditions.  Fire models have been applied in nuclear power plants in the past to predict environmental 
conditions inside a compartment room of interest.  The models typically try to estimate parameters such as 
temperature, hot smoke gas layer height, mass flow rate, toxic species concentration, heat flux to a target, 
and the potential for fire propagation in the pre-flashover stage compartment fire. 

Fire models are generally limited by their intrinsic algorithms and by other factors impacting the range of 
applicability of a given model feature.  These features are inherent in the model’s development and should 
be taken into consideration in order to produce reliable results that will be useful in decision-making. 

The engineer must bear in mind that most fire models were developed for general application and not 
specifically for the conditions and scenarios presented in nuclear power plants.  A fire models features and 
ability to address these conditions should be considered when selecting an appropriate fire model.  These 
considerations can affect the accuracy or appropriateness of the fire dynamics algorithms used for a unique 
analysis of a given space.  The conditions can include but are not limited to the following: 

• The types of combustibles and heat release rates. 
  

• Types and location of ignition sources. 
 

• The quantity of cables in cable trays and other in-situ fire loads in compartments. 
 

• Location of fire sources with respect to targets in the compartments. 
 

• High-energy electrical equipment. 
 

• Ventilation methods. 
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• Concrete building construction, large metal equipment, and cable trays that will influence the 

amount of heat lost to the surroundings during fire. 
 

• Compartments that vary in size but typically have a large volume with high ceilings. 
 

• Transient combustibles associated with normal maintenance and operations activities. 

The CFD models can provide detailed information on the fluid dynamics of an enclosure fire in terms of 
three-dimension field, pressure, temperature, enthalpy, radiation, and kinetic energy of turbulence.  These 
models have been used to model a variety of complex physical phenomena such as the impact of a 
suppression system (e.g., a sprinkler system or water mist system) on a specific type of fire. Or smoke 
movement in a large compartment with complex details such that detection can be optimized.  CFD models 
can provide a fundamental understanding of the flow field models for known compartment geometry, 
along with the physical phenomena that interact with the flow field. 

Fire differs significantly in its behaviour from other fluids and gases flow due to its complex chemical, 
thermal and turbulent behaviour phenomena interaction, and the multiphase nature.  Because of this 
complexity, any simulation tool must be capable of handling the chemical reactions; the turbulent flows 
and radiative and convective heat transfer within the analysis.  Additionally, fire suppression using 
mist-spray is an additional factor to take into account when choosing a CFD tool to analyze fire. 

8.1.2 Smoke particulate 

Fire is a complex, dynamic, physico-chemical event and is a result of a rapid chemical reaction that 
generates smoke.  Each fire is different.  Smoke composition and heat generated in a fire depends on type 
of burning materials and environment conditions.   Smoke is the airborne solid and liquid particulates and 
gases evolved when a material undergoes pyrolysis or combustion.  Smoke particles are actually an aerosol 
(or a mist) of solid particles and liquid droplets.  The composition of smoke depends on the nature of the 
burning fuel and the condition of combustion.  The smoke particulates participate in radiation and play an 
important role in the absorption and scattering of radiative heat transfer. 

In CFD, as the volume fraction of the smoke particulate is fairly low (less than 10 %); discrete phase 
model can be used to model the flow of smoke particulates.  A soot formation model is needed to predict 
the amount of smoke particulate in the combustion product.  Magnussen combustion model is an example 
of models that can be used in CFD to predict the rate of smoke particles creation and destruction. 

8.1.3 Sprinkler 

When activated, sprinklers spray water droplets on the hot smoky environment.  Discrete phase model can 
be used to track the water droplet trajectories from the sprinklers to the floor or the burning commodity, as 
well as heat and mass transfer to/from them.  The coupling between the phases and its impact on both the 
discrete phase trajectories and the continuous gas phase flow should be included.   

Discrete Phase modelling (DPM) can be used to model sprinkler sprays. For sprays, however, there are 
models available to predict the droplet size and velocity distributions. Models are also available for droplet 
breakup and collision, as well as a dynamically varying drag coefficient which accounts for variation in 
droplet shape. These models for realistic spray simulations are described in this section.  
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8.1.4 Time and length scales 

The numerical simulation of fires is a challenging task.  The principle scientific challenge is the coupling 
of multiple disciplines across a range of time scales from fempto-seconds for some of the reactions 
occurring during the explosion to days for burnout of spilled fuel in the accidental fire.  Each of these time 
scales has an associated spatial scale.  These spatial dimensions range across nanometers for molecular 
events to kilometer for large scale mixing in the fire simulation itself.  The fire simulation work is 
motivated by exploring the possibility of uniquely designing quenching devices to rapidly extinguishing 
accidental fires. 

Pool fires are characterized by large scale vertical structures driven by buoyancy with a puffing frequency 
that scales with the diameter of the pool.  The size of the largest eddies is on the order of the diameter of 
the pool fire as its base.  Yet these large scale structures are generated by buoyancy generated by heat 
release from chemical rate processes occurring at the molecular scale.  Information from the microscopic 
to the macroscopic scales is important to fire simulations.   

Fire Suppression 

Fire suppression involves a multitude of phenomena from convection of suppression of turbulent flow to 
strain modified-diffusion of suppressant into flame zones, to thermal and chemical interactions at the 
molecular level between the suppressant and fuel/air reactions species.  It is important to recognize the 
length and time scales for suppression phenomena have a very large range.  The smallest length scales of 
interest are the molecular collisional scales defined by the mean free path of the molecules, which are 
about 10-7 to 10-6 m, depending on the temperatures at ambient pressure.  The largest length scales are 
defined by the application under consideration, typically a compartment length-scale on the order of 
meters.  The smallest time scales of interest are the molecular collisional times defined by the collision 
frequency of molecules, which is on the order of 10-10 sec depending on the temperature at ambient 
pressure.  The largest time-scales are defined by the need to prevent thermally induced damage of  
structural boundaries, composite or steel by conduction heat transfer time scales, typically on the order of 
seconds to 10s of seconds.  Therefore, representation of some 7 order of magnitude in length scale and 
some 10 to 11 orders of magnitude in time scale are required to capture all the process in fire suppression 
from molecular chemistry to the systems level.  

Pool fire 

Within the fire itself, global characteristics alone are not sufficient to define the extensive 
physical/chemical processes and their coupling.  For example, [Delichatios, 1987] distinguishes between 
the scaled overall heat release rate, Q, which is used to define global fire scales, and a reduced gravity, 
(∆ρ/ρ)g, associated with turbulent eddies at smaller scales where combustion interactions occur. Time and 
length scale estimates for non-premixed combustion are found in the combustion literature.  Non-premixed 
combustion is typically defined by a time scale alone [Vervisch. 1998], as thickness is not an intrinsic 
property [Sung, 1995].  However, length scales can be estimated by using the Damkohler number (i.e., the 
ratio of physical process time scale and a chemical time scale).  If the chemical time scale and the 
corresponding Damkohler number are known, by definition the time scale for the corresponding transport 
process is known.  For all transport processes, there is a length scale associated with every time scale for a 
given process.  Therefore, a length scale can be determined for the physical process that occurs over the 
chemical process time scale.  Typically, for diffusion flames not near extinction, i.e., large Da, the length 
scale associated with diffusion flames is not dependent on chemistry directly, but is a balance between 
diffusive and advective transport processes resulting in a thickness that is dependent on the square root of 
the local strain rate [Sung, 1995].  For fires, [Cox, 1995] gives estimates of combustion properties in terms 
of velocity and length scales. 
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It should be obvious that a necessary condition for modelling a process is an understanding of it.  For fires, 
it is necessary to understand the physical/chemical processes that contribute to the fire sustenance/spread 
which include time and length scales ranges between soot production and global radiative deposition.   

The smallest scales in sooty, turbulent fires that are of direct interest are those that contribute to thermal 
radiation, since radiative transport couples this energy back into larger length scales including fuel 
pyrolysis/vapourization.  Soot grows from molecular length scales O(nm) to O(100nm) in large fires 
[Mulhollad, 1996] and [Williams, 1998].  Since continuum approximations start at length scales on the 
order of O(100’s nm) depending on the temperature at ambient pressure [Vincente, 1975], fundamentally, 
soot formation is a heterogeneous, non continuum, chemical process.  Continuum representations, such as 
Arrhenius-rate-equation based kinetic sets, must be considered as models for the real molecular-
transport-processes. 

The large end of the length scale range depends on application.  For laboratory experiment, fire sizes from 
O(cm to m); for building fires from O(m to 10’s m); and for forest fires O(0.1km to km’s).  Another factor 
in determining the scale is if the primary interest is within the fire itself, or in the fire-induced flow which 
can exceed fire length scales by several orders of magnitude.  For numerical simulation purposes, even if 
the interest is in the fire itself, often boundary conditions are set at a considerable distance 
O(3-10 diameters from the fire) to avoid errors[Nicolette, 1996].  Comparing the small scales and large 
scales, it can immediately be concluded that a first principles description of fires requires the coupling of 
some 6 to 10 or more orders of magnitude depending on the problem of interest. 

The time scales involved depend on the length scales and process rates.  Non-continuum transport is very 
rapid, due to high molecular velocities, typically on the order of 500 m/s at ambient temperature and 
pressure [Williams, 1985].  Continuum velocities on the other hand are quite low, ranging from 
O(0.1 mm/sec to cm/sec) at the fuel source [Babrauskas, 1986] up to O(10’s m/sec) at the top a large 
O(10’s m base) fire [Schneider, 1989]. 

Continuum transport processes are expressed in terms of conservation of mass, momentum, energy and 
equations of states [Williams, 1985].  Dimensionless numbers are obtained from non-dimensionalising the 
equations [Williams, 1985] and [Drysdale, 1985].  The highest rate, i.e., shortest time scale terms are 
dominant.  Details of the partial non-dimensionalisation may be found in [Tieszen, 2000]. 

For momentum transport, the terms are:  
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Comparing these terms, it can be seen that they have different length scale dependencies.  Thus, each term 
dominates at a different length scale.  At small scales, diffusion dominates because of the high 
molecular-velocities relative to the bulk velocities.  Molecular walk processes which define diffusion are 
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inefficient at larger length scales and bulk advection becomes dominant.  At still larger scales, buoyancy 
dominates.  Since there is a turbulent-mixing-limited combustion-phenomena which has a spectrum of 
length scales that is driven by radiation with its own length scale spectrum from non-continuum soot 
emission to absorption at global application scales, all length scales play a role in this coupled 
multi-physics/multi-length scale problem.  Therefore, while one process may dominate at a given length 
scale, it cannot be said that any one of these terms dominates the entire coupled process over all length 
scales. 

The advection to diffusion ratio is the Reynolds number.  In flames with fast chemistry, (Da >> 1) the 
balance of these forces defines the width of the diffusion flame as a function of the imposed velocity 
gradient across it.  A two order of magnitude increase in imposed velocity will decrease the flame 
thickness one order of magnitude until finite rate chemistry results in extinction.  Flames are typically 
O(mm) depending on the imposed strain.  Above this length scale, advection and buoyancy dominate 
transport processes. 

The role of advection cannot be said to be well understood because its non-linear behavior is the source of 
turbulent processes with their concomitant scale changing behaviour, creating the broad spectrum known 
as the “turbulent cascade”.  However, the role of buoyancy has received much less attention.  Its role is 
perhaps best understood from the vorticity transport equations (curl of Navier-Stokes equations).  These 
equations may be loosely thought of as transport equations for rotational motion, since vorticity is twice a 
solid body rotation rate.  The gravitational (hydrostatic pressure) and local acceleration (hydrodynamic 
pressure) terms survive the curl operation to become explicit source terms for vorticity. The local 
acceleration can be important relative to the gravitational term when accelerations are high, as at the base 
of the fire [Mell, 1996].  

An important point is that buoyancy expresses itself through vorticity generation.  Since baroclinic 
vorticity generation is the result of misalignment of the density with the local acceleration field, it scales on 
this product.  Therefore, vorticity will be generated at all density gradients unless they are aligned with the 
local acceleration field.  Experimental support for this view comes from measurements that show vorticity 
is found at the fire edge where density gradients are located [Zhou, 1995 & 1996].  Vorticity will be 
generated at a length scale related to the density gradient length scale.  Due to turbulent mixing processes 
in a fire, density gradients will exist across a broad spectrum of length scales from diffusive to integral 
scale of the turbulent eddies.  Therefore buoyancy will express itself as vorticity over the same broad 
length scale spectrum.  Experimental evidence for this view can be found in non-reacting buoyant plume 
data [Kotsovinos, 1991].  

8.2 Limits of previous approaches and expected improvements with CFD 

Techniques used to model the transfer of energy, mass, and momentum associated with fires fall into three 
major categories: 

• Single equations: used to predict specific parameters of interest in nuclear power plant 
applications such as adiabatic flame temperature, heat of combustion of fuel mixtures, flame 
height, mass loss rate, and so forth.  These equations can be steady state or time dependent.  The 
results of the single equation can be used either directly or as input data to more sophisticated fire 
modeling techniques. 

• Zone models zone models assume a limited number of zones, typically two or three zones, in an 
enclosure.  Each zone is assumed to have uniform properties such as temperature, gas 
concentration, and so forth.  Zone models solve conservations equations for mass, momentum, 
energy, and in some examples, species.  However, zone models usually adopt simplifying 
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assumptions to the basic conservation equations to reduce the computational demand for solving 
these equations.   

• Field models; field or Computational fluid dynamics (CFD) models divide and enclosure into 
large number of cells and solve the Navier-Stokes equations in three dimensions of the flow field.  
CFD models also require the incorporation of sub-models for a wide variety of physical 
phenomena, including convection, conduction, turbulence, radiation, and combustion.  The 
resulting flow or exchange of mass, energy, and momentum between computational cells are 
determined so that the three quantities are conserved.  Accordingly, CFD models need intensive 
computational power, but these models can be run on high-end PC computers.  The CFD models 
can provide detailed information on the fluid dynamics of fires in terms of three-dimension field, 
pressure, temperature, enthalpy, radiation, and kinetic energy of turbulence.  These models have 
been used to model a variety of complex physical phenomena such as the impact of a suppression 
system (e.g., a sprinkler system or water mist system) on a specific type of fire. Or smoke 
movement in a large compartment with complex details such that detection can be optimized.  
CFD models can provide a fundamental understanding of the flow field models for known 
compartment geometry, along with the physical phenomena that interact with the flow field. 

Fire differs significantly in its behaviour from other fluids and gases flow due to its complex chemical, 
thermal and turbulent behaviour phenomena interaction, and the multiphase nature.  Because of this 
complexity, any simulation tool must be capable of handling the chemical reactions; the turbulent flows 
and radiative and convective heat transfer within the analysis.  A right and robust radiation model is 
required to assess heat flux to the walls and targets from fire.  This can be accomplished only by CFD 
models.  The other two options are lumped parameter methods, and can predict only bulk value which can 
be far away from the local temperature considering how high fire temperature can reach.  As such, CFD is 
needed in fire analysis and will bring tremendous improvement in the prediction of target variables such as 
temperature, heat flux, visibility attenuation due presence of smoke and others.  

8.3 Selecting a Basic model 

8.3.1 Species Transport Equations  

In fire analysis, conservation equations for each chemical species are solved.  The local mass fraction of 
each species, Yi, is predicted through the solution of a convection-diffusion equation for the ith species. 
This conservation equation takes the following general form:  
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Where Ri is the net rate of production of species i by chemical reaction and Si is the rate of creation by 
addition from the dispersed phase. An equation of this form will be solved for N-1 species where N is the 
total number of fluid phase chemical species present in the system. Since the mass fraction of the species 
must sum to unity, the Nth mass fraction is determined as one minus the sum of the N-1 solved mass 
fractions.  

8.3.2 The Generalised Finite-Rate Formulation for Reaction Modelling  

The reaction rates that appear as source terms in the species conservation equation described in 
Section 8.2.1 can be computed by one of three models:  
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• Laminar finite-rate model: the effects of turbulent fluctuations are ignored, and reaction rates are 
determined by Arrhenius expressions.  

• Eddy-dissipation model: Reaction rates are assumed to be controlled by the turbulence, so 
expensive Arrhenius chemical kinetic calculations can be avoided.  

• Eddy-dissipation-concept (EDC) model: Detailed Arrhenius chemical kinetics can be 
incorporated in turbulent flames.  

The generalised finite-rate formulation is suitable for a wide range of applications including laminar or 
turbulent reaction systems, and combustion systems with premixed, non-premixed, or partially-premixed 
flames.  

8.3.3 Modelling Non-premixed Combustion 

When modelling turbulent non-premixed combustion, it is common to employ a chemical conserved scalar, 
usually refer to as mixture fraction, as a coordinate for the computational of reactive scalar behaviour.  For 
pure gas-phase combustion, mixture fraction can be defined as an appropriate linear combination of 
reactive and inert species mass fractions such that it has no chemical source term.  Since mixture fraction is 
defined as being conserved under chemical reaction, it is solely a measure of the mass fraction of mass 
present that originated from one of the two mixing streams.  As such, its value is only subject to change 
due to mixing.  This makes it an effective coordinate in which to solve conditionally averaged reactive 
scalar equations free from large mixing-induced fluctuations.  

In non-premixed combustion, fuel and oxidizer enter the reaction zone in distinct streams. This is in 
contrast to premixed systems, in which reactants are mixed at the molecular level before burning. 
Examples of non-premixed combustion include pulverized coal furnaces, diesel internal-combustion 
engines and pool fires.  Non-premixed combustion can be greatly simplified to a mixing problem (see the 
mixture fraction approach). 

Mixture Fraction f 

Under certain assumptions, the thermochemistry can be reduced to a single parameter: the mixture fraction. 
The mixture fraction, denoted by f, is the mass fraction that originated from the fuel stream. In other 
words, it is the local mass fraction of burnt and unburnt fuel stream elements (C, H, etc.) in all the species 
(CO2, H 2O, O2, etc.). The approach is elegant because atomic elements are conserved in chemical 
reactions. In turn, the mixture fraction is a conserved scalar quantity, and therefore its governing transport 
equation does not have a source term. Combustion is simplified to a mixing problem, and the difficulties 
associated with closing non-linear mean reaction rates are avoided. Once mixed, the chemistry can be 
modelled as being in chemical equilibrium with the Equilibrium model, being near chemical equilibrium 
with the Steady Laminar Flamelet model, or significantly departing from chemical equilibrium with the 
Unsteady Laminar Flamelet model.  

The basis of the non-premixed modelling approach is that under a certain set of simplifying assumptions, 
the instantaneous thermo-chemical state of the fluid is related to a conserved scalar quantity known as the 
mixture fraction, f. The mixture fraction can be written in terms of the atomic mass fraction as [Sivathanu, 
1990]: 
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Where Zi is the elemental mass fraction for element i. The subscript ox denotes the value at the oxidizer 
stream inlet and the subscript fuel denotes the value at the fuel stream inlet. If the diffusion coefficients for 
all species are equal, then Equation is identical for all elements, and the mixture fraction definition is 
unique. The mixture fraction is thus the elemental mass fraction that originated from the fuel stream.  

In many reacting systems, the combustion is not in chemical equilibrium and the mixture fraction concept 
is not a valid option to use for modelling.  Other approaches can be used to model chemical non-
equilibrium, including the finite-rate, the Eddy Dissipation Concept (EDC), and PDF transport models, 
where detailed kinetic mechanisms can be incorporated.  

There are three approaches in the non-premixed combustion model to simulate chemical non-equilibrium. 
The first is to use the Rich Flammability Limit (RFL) option in the Equilibrium model, where rich regions 
are modelled as a mixed but unburnt mixture of pure fuel and a leaner equilibrium burnt mixture. The 
second approach is the Steady Laminar Flamelet model, where chemical non-equilibrium due to diffusion 
flame stretching by turbulence can be modelled. The third approach is the Unsteady Laminar Flamelet 
model where slow-forming product species that are far from chemical equilibrium can be modelled.  

8.3.4 Modelling Premixed Combustion 

In premixed combustion, fuel and oxidizer are mixed at the molecular level prior to ignition. Combustion 
occurs as a flame front propagating into the unburnt reactants. Examples of premixed combustion include 
aspirated internal combustion engines, lean-premixed gas turbine combustors, and gas-leak explosions.  

Premixed combustion is much more difficult to model than non-premixed combustion. The reason for this 
is that premixed combustion usually occurs as a thin, propagating flame that is stretched and contorted by 
turbulence. For subsonic flows, the overall rate of propagation of the flame is determined by both the 
laminar flame speed and the turbulent eddies. The laminar flame speed is determined by the rate that 
species and heat diffuse upstream into the reactants and burn. To capture the laminar flame speed, the 
internal flame structure would need to be resolved, as well as the detailed chemical kinetics and molecular 
diffusion processes. Since practical laminar flame thicknesses are of the order of millimetres or smaller, 
resolution requirements are usually unaffordable.  

The effect of turbulence is to wrinkle and stretch the propagating laminar flame sheet, increasing the sheet 
area and, in turn, the effective flame speed. The large turbulent eddies tend to wrinkle and corrugate the 
flame sheet, while the small turbulent eddies, if they are smaller than the laminar flame thickness, may 
penetrate the flame sheet and modify the laminar flame structure.  The essence of premixed combustion 
modelling lies in capturing the turbulent flame speed, which is influenced by both the laminar flame speed 
and the turbulence.  

In premixed flames, the fuel and oxidizer are intimately mixed before they enter the combustion device. 
Reaction then takes place in a combustion zone that separates unburnt reactants and burnt combustion 
products. Partially premixed flames exhibit the properties of both premixed and diffusion flames. They 
occur when an additional oxidizer or fuel stream enters a premixed system, or when a diffusion flame 
becomes lifted off the burner so that some premixing takes place prior to combustion.  

Premixed and partially premixed flames can be modelled using finite-rate/eddy-dissipation formulation. If 
finite-rate chemical kinetic effects are important, the EDC model or the composition PDF transport model 
can be used. If the flame is perfectly premixed, so only one stream at one equivalence ratio enters the 
combustor, it is possible to use the premixed combustion model, as described in this chapter.  
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The composition PDF transport model, like the EDC model, should be used when you are interested in 
simulating finite-rate chemical kinetic effects in turbulent reacting flows. With an appropriate chemical 
mechanism, kinetically-controlled species such as CO and NOx, as well as flame extinction and ignition, 
can be predicted.  

8.3.5 Discrete phase modelling  
As discussed in Section 8.1.2 and 8.1.3, both smoke particulate and water spray are simulate using a 
discrete second phase in a Lagrangian frame of reference.  This particulates and atomised water droplets 
are dispersed in the gaseous continuous phase.  Trajectories as well as heat and mass transfer to/from these 
discrete phase entities are computed.  A robust CFD model should provide the following discrete phase 
modelling options in fire analysis:  

• calculation of the discrete phase trajectory using a Lagrangian formulation that includes the 
discrete phase inertia, hydrodynamic drag, and the force of gravity, for both steady and unsteady 
flows;  

• prediction of the effects of turbulence on the dispersion of particles due to turbulent eddies 
present in the continuous phase;  

• heating/cooling of the discrete phase;  

• vapourization and boiling of liquid droplets;  

• combusting particles, including volatile evolution and char combustion to simulate coal 
combustion;  

• optional coupling of the continuous phase flow field prediction to the discrete phase calculations;  

• droplet breakup and coalescence.  

8.4 Filtering turbulent scales and two phase-phase intermittency scales 

It has long been recognized within the numerical simulation community that it is not possible to capture all 
the relevant length scales within the fire itself with CFD models.  Instead, filtered transport equations are 
used.  [Cox, 1995 & 1998] gives details for time filtered (Reynolds-Averaged-Navier-Stokes, or RANS) 
equations, the most commonly used form for fire simulations.  Another form is Large Eddy Simulation, or 
LES, which employs a spatial filtering technique [Ferziger, 1996].  Implicit LES filtering, i.e., allowing the 
discretisation scheme to determine the lower length scales, has been used in fire driven flows [Rehm, 
1997].  Once filtered, both RANS/LES equations have explicit terms representing the unresolved length 
and time scales that must be captured by models. 

Within a fire, formal, explicit filtering of transient equations of motion should include both spatial and 
temporal filtering, since the transport processes involved are linked in time and space, and small length 
scale processes (e.g., combustion creating density gradients creating buoyancy) are the source terms 
primarily responsible for driving the flow.  To date this rigor has not been applied to fire problems.  RANS 
filters the time scales explicitly but implicitly assumes that all turbulent scales are below the filter width 
and are therefore modelled.  Transient RANS implies that transients longer that the passage of a 
statistically significant number of the largest turbulent structures can be resolved.  LES filters the spatial 
scales.  However, explicit temporal filters should be applied once discrete time steps are taken.  In LES, 
explicit filtering, not tied to the grid, should permit numerical error to be separated from modelling error as 
it currently does in RANS by grid refinement studies.    
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8.5 Identification of local Interface structure 

The smoke particulates and atomized water spray are modelled using a discrete second phase in 
Lagrangian frame of reference.  This second phase consists of spherical particles dispersed in the 
continuous gaseous phase.  The model should compute the trajectories of these particles, as well as the heat 
and mass transfer to and from them.  The coupling between the phases and its impact on both the discrete 
phase trajectories and the continuous phase should also be included. 

In addition to the interface between phases, fire problems also include a flame front that propagates into 
the unburnt reactants.  If the combustion is premixed, then the flame occurs as thin, propagates and is 
stretched and contorted by turbulence.  The overall propagation of the flame is determined by both the 
laminar flame speed and the turbulent eddies.  The laminar flame speed is determined by the rate that 
species and heat diffuse upstream into the reactant and burn.  To capture the laminar flame speed, the 
internal flame structure need to be resolved, as well as the detailed chemical kinetics and molecular 
diffusion processes.  Since practical laminar flame thickness are of order of millimetres or smaller, 
resolution requirement are usually unaffordable.  Non-premixed combustion, in comparison, can be greatly 
simplified to a mixing problem.  The essence of premixed combustion modelling lies in capturing the 
turbulent flame speed, which is influenced by both the laminar flame speed and the turbulence.  

8.6 Modelling interfacial transfers 

Accurate determination of droplet drag coefficients is crucial for accurate spray and smoke particulates 
modelling.  Models should be available to provide a method that determines the droplet drag coefficient 
dynamically, accounting for variations in the droplet shape.  Many droplet drag models assume the droplet 
remains spherical throughout the domain.  However, as an initially spherical droplet moves through a gas, 
its shape is distorted significantly when the Weber number 1 is large.  In the extreme case, the droplet 
shape will approach that of a disk.  The drag of a disk, however, is significantly higher than that of a 
sphere.  Since the droplet drag coefficient is highly dependent upon the droplet shape, a drag model that 
assumes the droplet is spherical is unsatisfactory.  The dynamic drag model should account for the effects 
of droplet distortion.  

 In addition to the simple particle injection types, fire models also require more complex injection types for 
sprays.  For most types of injections, you will need to provide the initial diameter, position, and velocity of 
the particles.  For sprays, however, there are models available to predict the droplet size and velocity 
distributions.  Additionally, Models to predict droplet breakup and collision should be available.  

8.7 Modelling turbulent transfers 

The dispersion of particles due to turbulence in the fluid phase can be predicted using the stochastic 
tracking model or the particle cloud model.  The stochastic tracking (random walk) model includes the 
effect of instantaneous turbulent velocity fluctuations on the particle trajectories through the use of 
stochastic methods.  The particle cloud model tracks the statistical evolution of a cloud of particles about a 
mean trajectory.  The concentration of particles within the cloud is represented by a Gaussian probability 
density function (PDF) about the mean trajectory.  In the stochastic tracking a model should be available to 
account for the generation or dissipation of turbulence in the continuous phase.  
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and σ is the surface tension 
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The effect of turbulence is to wrinkle and stretch the propagating laminar flame sheet, increasing the sheet 
area, in turn, the effective flame speed.  The large eddies tends to wrinkle and corrugate the flame sheet, 
while the small turbulent eddies, if they are smaller than the laminar flame thickness, may penetrate the 
flam sheet and modify the laminar flame structure. 

8.8 Modelling Wall transfer 

Turbulent flows are significantly affected by the presence of walls. Obviously, the mean velocity field is 
affected through the no-slip condition that has to be satisfied at the wall. However, the turbulence is also 
changed by the presence of the wall in non-trivial ways. Very close to the wall or targets, viscous damping 
reduces the tangential velocity fluctuations, while kinematic blocking reduces the normal fluctuations.  
Toward the outer part of the near-wall region, however, the turbulence is rapidly augmented by the 
production of turbulence kinetic energy due to the large gradients in mean velocity. 

 The near-wall modelling significantly impacts the fidelity of numerical solutions, inasmuch as walls are 
the main source of mean vorticity and turbulence. After all, it is in the near-wall region that the solution 
variables have large gradients, and the momentum and other scalar transports occur most vigorously. 
Therefore, accurate representation of the flow in the near-wall region determines successful predictions of 
wall-bounded turbulent flows. In fire analysis, depending on the ventilation existing in the room, the flow 
can be classified as either forced or buoyancy driven.  If the air is forced in the room, momentum and heat 
transfer to the walls can be handled by standard wall functions, since the flow there will be single phase.  
In case of buoyancy driven flow, the standard wall function approach becomes less reliable as the flow 
conditions depart too much from the ideal conditions underlying the wall functions. As an alternative, a 
near-wall modelling method that combines a two-layer model with enhanced wall functions is 
recommended.  If the near-wall mesh is fine enough to be able to resolve the laminar sublayer 
(typically y+~1), then the enhanced wall treatment will be identical to the traditional two-layer zonal 
model. 

The RANS models, the RSM, and the LES model are primarily valid for turbulent core flows (i.e., the flow 
in the regions somewhat far from walls). Consideration therefore needs to be given as to how to make these 
models suitable for wall-bounded flows. 

8.9 Validation matrix for fire analysis 

In order to evaluate the capabilities of fire models for nuclear power plants applications, an International 
Collaborative Fire Model Project (ICFMP) was organized.  The objective of the collaborative projects is to 
share the knowledge and resources of various organizations to evaluate and improve the state of the art of 
fire models for use in nuclear power plant fire safety and fire hazards analysis.  The objective is divided 
into two phases.  The objective of the first phase is to evaluate the capabilities of current fire models for 
fire safety in nuclear power plants.  The second phase will implement beneficial improvements to current 
fire models that are identified in the first phase, and extend the validation database of those models.  
Currently, twenty-two organizations from six countries are represented in the collaborative project. 

So far, this organisation formulated five benchmark exercises.  The benchmark exercise was intended to 
simulate a basic scenario defined in sufficient detail to allow evaluation of the physics modelled in the fire 
computer codes.  An assessment of appropriate input parameters and assumptions, interpretation of results, 
and determination of the adequacy of the physical sub-models in the codes for specific scenarios will 
establish useful technical information regarding the capabilities and limitations of the fire computer code.  
Uncertainties in the predictions based on validations of each code will provide a basis for the confidence 
on the set of results developed in the exercise. 
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The United States Nuclear Regulatory Commission (USNRC) has prepared a validation and verification 
(V&V) report of five selected fire models.  These models are commonly used in support of risk-informed 
and performance-based fire protection at nuclear power plants.  The NRC report contains six sets of fire 
experiments that were used in the evaluation of the selected models. 

8.9.1 Possible fire scenarios 

The basis for the selection of these fire scenarios is as follows: 

• Review the range of possible configurations that contribute to fire scenarios in the commercial 
nuclear industry.  The review focused on parameters considered important in the definition of fire 
scenarios. 

• Identify potentially risk-significant fire scenarios through review of the Individual Plant 
Examination for External Events (IPEEE) submittals. 

• Examine past industry experience with fire modelling in support of regulatory applications (other 
than IPEEE) to help define these fire scenarios.  A questionnaire was prepared and distributed to 
all operating NPPs in the United States concerning their experience with fire modelling.  Also, 
with support from the NRC, industry submittals were searched to identify the use of fire 
modelling. 

Further information on NPP fire scenarios is found in [EPRI 1011989, 2005].  This reference discusses risk 
methods that may be used to evaluate scenarios that can be outside the applicability of the fire modelling 
tools evaluated in this report.  Such scenarios include high-energy arcing faults, main control board fires, 
and hydrogen fires. 

8.9.2 Fire Experiments and Test Selection 

This section contains descriptions of the seven sets of fire experiments that can be used to validate fire 
models.  The first Six sets as shown in Table 1 were used in [NUREG 1824, 2007] in the evaluation of 
selected models.  In general, the experiments established steady fires burning in simple compartment 
geometries. The decision to include or exclude a particular test from a particular experimental series was 
made for a variety of reasons and is described below.  Table 1 summarizes some of available experiments 

in terms of the aspects of the fire and the compartment, including the fire heat release rate (Q& ), the 
compartment volume (V) and compartment height (H). 
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Series Q&  
(kW) 

V 
(m3) 

H 
(m) 

Factory Mutual/Sandia Lab (FM/SNL) 500 1400 6.1 
National Bureau of Standards (NBS) 100 15 2.4 
ICFMP Benchmark Exercise 2 BE #2 1800-3600 5900 19 

ICFMP BE #3 400-2300 580 3.8 
ICFMP BE #4 3500 74 5.7 
ICFMP BE #5 400 73 5.6 

IRSN (PRIZME Project) TBD TBD TBD 

Table 1:  Overview of the Experiments Used for Model Evaluation 

FM/SNL Test Series 

The Factory Mutual and Sandia National Laboratories (FM/SNL) test series was a series of 25 fire tests 
conducted in 1985 for the NRC by Factory Mutual Research Corporation (FMRC), under the direction of 
Sandia National Laboratories (SNL).  The primary purpose of these tests was to provide data with which to 
validate computer models for various types of NPP compartments.  The experiments were conducted in an 
enclosure measuring 18 m long x 12 m wide x 6 m high (60 ft x 40 ft x 20 ft), constructed at the FMRC 
fire test facility in Rhode Island.   

All of the tests involved forced ventilation to simulate typical NPP installation practices.  Four of the tests 
were conducted with a full-scale control room mockup in place.  Parameters varied during the experiments 
included fire intensity, enclosure ventilation rate, and fire location. 

NBS Multi-Compartment Test Series 

The National Bureau of Standards (NBS, which is now called the National Institute of Standards and 
Technology, NIST) Multi-Compartment Test Series consisted of 45 fire tests representing 9 different sets 
of conditions were conducted in a three-room suite.  The experiments were conducted in 1985 and are 
described in detail in reference.  The suite consisted of two relatively small rooms, connected via a 
relatively long corridor.  The fire source, a gas burner, was located against the rear wall of one of the small 
compartments.  Fire tests of 100 kW, 300 kW and 500 kW were conducted.  [EPRI TR-108875] provides 
the required data for modelling input, including information on the compartment, the fire, the ventilation, 
and ambient conditions. 

ICFMP Benchmark Exercise #2 

Benchmark Exercise #2 (BE #2) consisted of eight experiments conducted in 1998 and 1999.  The experiments 
represented three sets of conditions, and were undertaken to study the movement of smoke in a large hall with a 
sloped ceiling.  The results of the experiments were contributed to the International Collaborative Fire Model 
Project (ICFMP) for use in evaluating model predictions of fires in large volumes representative of turbine halls 
in NPPs.  The tests were conducted inside the VTT Fire Test Hall, with dimensions of 19 m high x 27 m long x 
14 m wide (62 ft x 89 ft x 46 ft).  [Kotsovinos, 1991] provides detailed information for model input.  Each test 
involved a single heptane pool fire, ranging from 2 MW to 4 MW. 
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ICFMP Benchmark Exercise #3 

Benchmark Exercise #3 (BE #3), conducted as part of the International Collaborative Fire Model Project 
(ICFMP) and sponsored by the NRC, consisted of 15 large-scale experiments performed at NIST in June 
2003.  The experiments are documented in Reference 28.  The fire sizes ranged from 350 kW to 2.2 MW in 
a compartment with dimensions of 21.7 m x 7.1 m x 3.8 m high (71.2 ft x 23.3 ft x 2.5 ft), designed to 
represent a compartment in an NPP containing power and control cables.  A photo of the fire seen through 
the compartment doorway is shown in Figure 1. Walls and ceiling were covered with two layers of 
marinate boards, each layer 0.0125 m (0.5 in) thick.  The floor was covered with one layer of 0.0125-m 
(0.5-in) thick gypsum board on top of a 0.0183-m (23/32-in) layer of plywood.  Thermophysical and 
optical properties of the marinate and other materials used in the compartment are given in [Hamins, 
2005].  The room had one door and a mechanical air injection and extraction system.  Ventilation 
conditions, the fire size, and fire location were varied.  Numerous measurements (approximately 350 per 
test) were made including gas and surface temperatures, heat fluxes and gas velocities.  Detailed schematic 
diagrams of the experimental arrangement and data are available in [Hamins, 2005].  Figure 1 is a photo of 
a 1 MW heptane fire in the facility. 

 

Figure 1:  Photograph of a 1 MW heptane fire seen through the open doorway 

 

Ventilation 

Natural Ventilation:  The compartment had one door with dimensions of 2 m x 2 m (6.6 ft x 6.6 ft) in the 
middle of the west wall.  Some of the tests had a closed door and no mechanical ventilation, and in those 
tests, the measured compartment leakage was an important consideration.   

Mechanical Ventilation:  The mechanical ventilation and exhaust provided about 5 air changes per hour.  
The supply duct was positioned on the south wall, about 2 m (6.6 ft) off the floor.  An exhaust duct of 
equal area to the supply duct was positioned on the opposite wall at a comparable location.  The flow rates 
through the supply and exhaust ducts were measured in detail during breaks in the testing, in the absence of 
a fire. 

ICFMP Benchmark Exercise #4 

Benchmark Exercise (BE) #4 consisted of kerosene pool fire experiments conducted at the Institut für 
Baustoffe, Massivbau und Brandschutz (iBMB) of the Braunschweig University of Technology in 
Germany.  The results of two experiments were contributed to the International Collaborative Fire Model 
Project (ICFMP) and documented in [Klein, 2005].  These experiments involved relatively large fires in a 
relatively small [3.6 m x 3.6 m x 5.7 m (12 ft x 12 ft x 19 ft)] concrete enclosure.  Only a portion of Test 1 
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was selected for consideration in [NUREG 1824, 2007], because a significant amount of data was lost in 

Test 1, and the measured Q
&

 during Test 3 exhibited significant amounts of fluctuation.   

ICFMP Benchmark Exercise #5 

Benchmark Exercise (BE) #5, conducted under the International Collaborative Fire Model Project 
(ICFMP), was comprised of four large-scale tests inside a concrete enclosure with realistically routed cable 
trays [Riese, 2004].  This test series was conducted in the same facility as Benchmark Exercise #4, which 
was at the Institut für Baustoffe, Massivbau und Brandschutz (iBMB) of the Braunschweig University of 
Technology in Germany.  The compartment was configured slightly differently, and the height was 5.6 m 
(18.4 ft) in BE #5.  Test 4 of the BE #5 test series was selected for the quantitative evaluation of models 
reported in NUREG 1824.   

The IRSN PRISME Project 

The project will consist of a series of fire and smoke propagation tests in a dedicated facility at the French 
Institut de radioprotection et de sûreté nucléaire (IRSN) centre at Cadarache. The facility will be used to 
investigate room-to-room heat and smoke propagation, the effect of network ventilation and the resulting 
thermal stresses to sensitive safety equipment of such room configurations. It is also planned to use data 
from the project to study multi-room fires and for validating fire computer codes.  Several propagation 
modes will be studied: through a door; along a ventilation duct that crosses the room containing the fire 
and that ventilates an adjacent room; along a ventilation duct when flow is reversed within; and through 
leakages between several rooms.  The project aims to provide such critical information as the time that 
elapses before target equipment malfunctions and to qualify computer codes modelling heat and smoke 
propagation phenomena. The objective is to answer questions concerning smoke and heat propagation 
inside an installation, by means of experiments tailored for code validation purposes 
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9. VERIFICATION TEST CASES OF SPECIAL INTEREST FOR THE SELECTED 
ISSUES 

The Verification of a thermalhydraulic code is necessary to evaluate the numerical scheme. The main 
qualities required for a numerical scheme and which have to be tested are: 

• consistency: ability of a system of discretised equations to tend towards the system of partial 
differential equations when the discretisation steps tend to zero; 

• stability: ability of a numerical scheme not to generate non-physical instabilities; 

• accuracy: ability of a system of discretised equations to approach the initial system of partial 
differential equations as close as possible. The accuracy generally increases when the 
discretisation steps tend to zero but with a given time step and space, different schemes have 
different accuracies; 

• robustness: ability of a discretisation and solving scheme to be operational and to always give the 
solution whatever the simulated flow configuration; 

• CPU time efficiency: computing time required to solve a physical problem. This time depends on 
the time and space steps used which also influence the computing accuracy. This criterion 
therefore has to be examined at the same time as the accuracy criterion. To compare two 
schemes, the CPU time required for a given accuracy, or the accuracy obtained for a given CPU 
time, can for example be compared. 

In system codes like TRACE, CATHARE, RELAP 5, ATHLET the main characteristics of the numerical 
scheme are the robustness, the efficiency in terms of CPU time and good properties of mass and energy 
conservation. However a rather high numerical diffusion is accepted due to the first order space 
discretisation associated with a staggered grid and to the use of rather coarse meshing. 3D modules use 
only structured meshing. 

Looking for future CFD tools having a finer space resolution, the requirements regarding the numerical 
scheme have to be revisited. 

9.1 The needs for 3D two-phase CFD codes for open medium 

For 3D two-phase CFD codes, the main requirements regarding the numerical scheme are the following 
with decreasing priority: 

• Robustness: capability to converge to a solution in all physical situations of the domain of 
simulation.  

• Adaptation to complex geometry: For 3-D two-phase CFD codes the use of body fitted meshing 
with unmatched mesh capabilities or unstructured meshing is mandatory. 
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• Accuracy, reducing numerical diffusion: The modelling of fine scale processes and of turbulent 
diffusion is only possible when numerical diffusion is lower than the physical diffusion.  

• Efficiency: 3D Two-phase CFD calculations use fine meshing and are very CPU time 
consuming; any improvement of the efficiency is welcome. Parallel computing is mandatory. 

• Mass and energy conservation: good conservation properties are welcome. 

• Preservation of wave propagation processes along characteristic directions: it may be important 
in some physical problems with pressure or void propagation phenomena. 

• Well-posedness of the mathematical problem. 

9.2 The needs for 3D codes for porous medium 

In current applications of 3D codes for porous medium (component codes) the main requirements 
regarding the numerical scheme are the following with decreasing priority: 

• Robustness: capability to converge to a solution in all physical situations of the domain of 
simulation.  

• Accuracy, reducing numerical diffusion: In current 3D modelling rather fine meshing may be 
required (up to sub-channel size) and the modelling of turbulent diffusion is only possible when 
numerical diffusion is lower than the physical diffusion.  

• Need of unstructured meshing: In 3D modelling using fine meshing (up to the size of the 
sub-channel) the use of unstructured meshing may be necessary for some complex geometry. 

• Efficiency: A 3D calculation using fine meshing being CPU time consuming, any improvement 
of the efficiency is welcome. This may require parallel computing. 

• Mass and energy conservation: good conservation properties are required. 

9.3 Selection of a matrix of numerical benchmarks  

A benchmark matrix is to be used for each numerical method in order to measure the capabilities with 
respect to the requirement listed above. More detailed criteria have to be defined. They can be broken 
down into various required potentialities. The following list was established to meet the requirements for 
the whole list of NRS issues identified in the previous report. 

Operationality-robustness criteria: 

• The scheme has to be able to deal with all the two-phase flow regimes (and the whole range of 
void fraction) at least with a 6-equation model + turbulence model + probably interfacial area 
transport equation 

• The scheme has to be able to work in a wide range of pressures and temperatures. 

• The scheme has to be able to operate in an open or porous medium with complex geometries 

• The scheme has to be able to deal with flows with non-condensable (e.g. water-air, vapour-H2-N2  
mixture) 
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• The scheme has to be able to deal with swollen levels and water-packing 

• The scheme has to be able to deal with incompressible and compressible flows with 
non-simplified equations of state 

• The scheme has to be able to deal with flows with large interfacial mass transfers (strong 
pressure-void fraction coupling) 

• The scheme has to be able to deal with strong hydraulic-wall conduction couplings (passing 
DNB, rewetting) 

• The scheme has to be able to deal with flows in an extended range of velocities including at high 
Mach, subsonic and supersonic 

Accuracy criteria: 

• The scheme has to be able to conserve mass and energy correctly 

• The scheme has to be able to compute the propagation of a pressure wave and of a void fraction 
wave correctly 

• The scheme has to be able to compute the propagation of a temperature or concentration front 
correctly (Reduction of numerical diffusion) 

Numerical efficiency criterion: 

• The CPU time must remain compatible with an industrial use. 

The purpose of a benchmark matrix must remain quite distinct from physical validation: 

• Physical validation = quantitative computation-experiment comparison to qualify the validity of 
the physical models 

• Numerical benchmarks = measurement of the differences between a system of equations and its 
numerical solving 

In the specific two-phase situation, there are hardly any actual physical problems where an analytical 
solution is known apart from a few academic cases, which do not cover the physical field to be dealt with. 

• A few cases exist with a known analytical solution (or approximate analytical solution) if the 
system of equations is simplified. They do not cover the whole physical field to be dealt with. 

• Necessity to complete by test cases computed with the original physical model to complete 
coverage of the targeted simulation scope. Inter-comparison of numerical schemes with identical 
physical and/or qualitative comparison with an experiment. 

Consequently two types of tests must be selected: 

• Verification tests: Tests with known analytical solution: 

• a simplified system of equations and closure laws are imposed; 
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• quantitative comparison between computation and analytical solution;  

• tests the accuracy of the numerical scheme; 

• tests the time step and meshing convergence; 

• CPU time measurement. 

• Demonstration tests: Tests with unknown analytical solution with experimental reference:  

• the original system of equations is used and the adequacy of the system is checked 
qualitatively on the experimental result; 

• comparison between numerical schemes;  

• compares the accuracy of the numerical schemes; 

• compares the time step and meshing convergence; 

• CPU time measurement; 

• tests the operationality and robustness on an actual case; 

• tests the ability to operate with real physical laws. 

A list of benchmarks was collected (See Table 9.1 below) based on information found in the 5th FP 
ASTAR, and ECORA actions and in the French NEPTUNE project (see Mimouni et Serre, 2001). Many of 
them are rather 1D tests, which were already used for 1D modules of system codes. They are defined in the 
Volume 6 of Multiphase Science and Technology. They are classified with respect to the dimension of the 
problem (1D, 2D or 3D), the presence of phase change or not, the relevance for open medium and/or 
porous medium, the type of test, either Verification or Demonstration. When there is an experimental basis, 
there can be also a Validation aspect of the test. 

9.4 Critical analysis of the list of selected tests. 

The selected list does not pretend to be a comprehensive program of Verification for the selected NRS 
issues. Since the choice of the model options for the selected issues are not fully closed it was still too early 
to define a frozen list of tests for each issue. Using RANS equations, or filtered equations, or even the 
addition of an Interface Tracking Method will have an impact on the verification requirements.  

Many of the tests are rather 1D tests, which were already used for 1D modules of system codes. The list of 
really 3D tests should be extended. 

The main difficulty is to find two phase flows tests with analytical solutions. Some tests with an analytical 
solution exist if the system of equations is simplified but tests with the original set of equations and closure 
relations have only an experimental reference. In order to build new numerical benchmark tests, the 
method of manufactured solutions is probably the best way. It is briefly presented here below.  
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Table 9.1:  List of numerical benchmarks for two-phase CFD 

TITLE 1D 
Multi-

D 

Phase 
Change

Open/ 
Porous 

Verification/ 
Demonstration 

Validation

Manometric oscillations in a U tube 1D No O&P V D  
Faucet flow  1D No O V D  
Dispersed two-phase flow in a nozzle 1D No O/P V  
Propagation of a passive scalar front 1D & 

3D 
No O&P V  

Laminar flow in a heated tube 2D No O V  
Boiling in a channel 1D & 

3D 
Yes O&P D  

Wall heat exchange with dry-out and 
rewetting 

1D Yes O&P D  

Expulsion of steam by subcooled 
water 

1D Yes O&P D  

Shock tube 1D No O V  
Stratified flow 2D No O V D  
Static sedimentation 1D No O&P V/D  
Critical flow in a nozzle (Super 
Moby Dick) 

1D 
3D 

Yes O&P D Val 

Core uncovery (Pericles rectangular 
boil-up) 

1D 
2D 

Yes O&P D Val 

Fast depressurisation (Super Canon) 1D Yes O&P D  
Vertical air-water bubbly-slug flow 
(Dedale test) 

1D & 
3D 

No O D Val 

Vapour explosion (OECD test case) 3D Yes O&P D  
Driven cavity  3D No O D  
Flooding in a vertical tube  1D & 

3D 
No O&P D  

Water-hammer 1D Yes O D Val 
Condensation shock (injector 
condenser) 

1D Yes O D  

LINX: bubble plume 3D No O D Val 
Boiling flow in a tube: DEBORA  2D Yes O&P D Val 
Water sloshing experiment 3D No O D Val 
Taylor bubble 3D No O D Val 
Jet entering a free surface with 
bubble entrainment: Boneto-Lahey 
test 

3D No O D Val 

Water jet on inclined plate in air 
environment 

D No O D Val 

Direct Contact condensation on 
stratified flow 

3D Yes O D Val 



NEA/CSNI/R(2010)2 

 110

9.5 The Method of Manufactured Solutions  
The Method of Manufactured Solutions (MMS) (Salari et al. 2000, Roache, 2002) is a very simple process, 
although some of the algebra required for implementation can become complicated. You start with a partial 
differential equation or system of PDEs for which you want to verify the implementation of a discretised 
solution procedure.  You choose a closed analytic form for the solution that you want for the final test 
problem.  Next you substitute the analytic solution into the base PDEs to generate new or modified source 
terms in the equations.  Finally, initial and boundary conditions for the test problem are obtained by 
evaluating the selected solution form at zero time and at whatever spatial locations constitute the boundary 
of the problem...  For a given code primary consideration for use of MMS is the level of difficulty involved 
in specifying or adding source terms to all PDEs involved  in the solution.  

As an example, suppose that we wish to verify a finite difference solution method for a one-dimensional 
transient conduction problem represented by the equation: 

 

 

 

For this example a very simple functional form is chosen for the solution. 

 

 

Evaluating the differential operators gives: 

 

 

 

As a result the source term in the original model equation is specifically set as: 

 

 

 

Looking at the original functional form, the initial conditions are T(x,0)=300, and boundary conditions for 
a 0.2 m thick metal slab would be T(-0.1,t)=300. and T(0.1,t)=300. 

For most general purpose conduction solvers, the source term could be provided via tabulated input.  
However, complications can arise due to interpolation procedures applied to the input.  For best results the 
source term should be installed as a function added to the program, or linked to the program via an 
interface provided to users by the code developers. 

Verification testing of the code is very similar to a Richardson Extrapolation based mesh and time step 
sensitivity study.  The error between the code and manufactured solution is followed for a sequence of 
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mesh and a sequence of time step sizes.  Any plot of error vs. mesh size (or time step) should trend clearly 
towards zero as the discretisation approaches zero.  In addition a fit of one of these curves to the equation 

 

 

 

provides a check of the order of accuracy quoted for the discrete approximation to the PDE. 

For best results from a manufactured solution the following rules should be followed. 

• The manufactured solution should be assembled using smooth analytic functions, i.e. 
trigonometric, exponential or polynomial functions. This ensures that the theoretical order of 
accuracy can be attained and also such functions are easy to differentiate.  

• The solution should be general enough to exercise every term in the governing equation, 
including all dependent variables. 

• The solution should have a sufficient number of non-trivial derivatives. 

• The solution should not be a strongly varying function of space and time or have a singularity. 
This is accomplished by bounding a solution derivative by a relatively small constant. 

• There is no requirement on physical realism or robustness. However, if the code contains 
assumptions, such as a positive solution or a positive equation term, make sure the manufactured 
solution satisfies those assumptions.  

As part of a research project for the U.S. Nuclear Regulatory Commission, use of various higher order 
numerical methods was studied for a two-phase, three-fluid model (vapour, continuous liquid, entrained 
liquid).  A manufactured solution was used to check the implementation of the various difference methods 
(see Appendix 1). Installation of the special source terms calculated by the method into the 1-D two-phase 
code proved to be invaluable in detecting and isolating coding errors. 

9.6 Conclusion on Verification 

The initial objective of the Writing Group with respect to Verification was to identify a matrix of 
numerical benchmarks of special interest for the selected NRS problems. Although the numerical 
capabilities to be tested were identified, and the criteria to select adequate benchmark tests were defined, 
the objective could not be fully reached. The difficulties of this task are now better evaluated and are 
related to several reasons: 

• Basic model options are not closed for some issues. 
 

• 3-D two-phase problems with analytical solutions are practically limited to trivial cases. 
  

• 3-D two-phase experiments with sufficient local measurements are also very scarce. 

Therefore it is recommended to continue the efforts made to define adequate 3D Verification tests. Two 
ways are recommended: 

phaerror =  (5) 
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• The use of the method of manufactured solution should be promoted in two-phase CFD to 
produce tests with analytical solutions. 

• New experiments with simple prototypic flow configurations should be produced with very well 
defined initial and boundary conditions and well instrumented local measurements of possibly all 
principal variables. Such tests could be used first as demonstration tests in the verification step 
and then as validation tests. 

Before having a comprehensive Verification Matrix, it was decided to select a benchmark test (or a few) 
for each NRS issue to provide at least an evaluation of the present capabilities and limitations, to promote 
further progress. Depending on the case, the benchmark(s) can be pure validation, or a may have a 
“verification” aspect, or even can be a demonstration test to evaluate the capabilities of the CFD to deal 
with a complex industrial application. The next section presents the selected benchmarks. 

9.7 References 

Roache, P. J., “Code Verification by the Method of Manufactured Solutions,” Trans. ASME, J. Fluids 
Engineering, 124, pp. 4-10, 2002, 

Salari, K., Knupp, P.: Code Verification by the Method of Manufactured Solutions, Sandia Report, Sandia 
National Laboratories, 2000. 

G. Hewitt, J.M. Delhaye and N. Zuber, Multiphase Science and Technology, Vol. 6, Eds, p591-609 

S. Mimouni, G. Serre, List of benchmarks for Simulation Tools of steam-Water two-phase flow, ICONE 9, 
NICE 8-12 April,  2001 
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10. PROPOSAL OF BENCHMARKS RELATIVE TO THE SELECTED ISSUES 

The previous sections have presented the state of the art in the use of two-phase CFD for each selected Nuclear 
Reactor Safety Issue. It is now more evident why the respective issues have been selected as having a good 
chance to be successfully treated by CFD in a reasonable period of time. It is also clear that further effort is 
necessary and that CFD tools have to be improved, validated, verified, and should better demonstrate their 
capabilities to reliably simulate the physical problem. In order to promote further progress of CFD tools and for 
a better evaluation of the present capabilities and limitations, it was decided to select a benchmark test (or a few) 
for each NRS issue. Each benchmark is selected taking into account what has been learnt so far and to provide 
the best benefit for further progress. Depending on the case, the benchmark can be pure separate-effect test 
validation, or a more global validation test, or may have a “verification” aspect, or even can be a demonstration 
test to evaluate the capabilities of the CFD to deal with a complex industrial application. 

The benchmarks are not proposed as ISPs (International Standard Problems) to avoid the heavy 
organisation of such exercises but rather as open exercises with a lighter procedure to be defined.  

The following sections present shortly the proposed benchmarks with the objectives, the nature of the test 
(validation, verification, and demonstration), the expected target variable to be compared and the type of 
models to be evaluated with the test. 

10.1 Proposed benchmark for Dry-Out 

A few test cases are selected to validate the most important flow processes having an influence on the dry 
out. The dry out occurrence is governed by phenomena such as entrainment of drops from liquid film, 
evapouration of liquid film, deposition of drops from the gas core, presence of disturbance waves in the gas 
core, as well as thinning and stability of a wavy liquid film on a heated surface. Out of all these parameters, 
there are several that have been extensively measured and can be used as a reference for validation of 
computational models. The test cases that are proposed are shown in the table below, indicating the 
objectives and target parameters for each of the cases. 
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Objectives Target parameter Nature of test Type of model Reference data 
To validate the mass transfer 
between droplets and liquid 
film and the resulting film 
thickness 

Deposition rates of 
droplets in annular 
flows 

Validation a)Two-fluid 
b) Eulerian-Lagrangian 

Jepson et al. (1989) 
Table 1, runs # 19, 20, 
21, 22, 23; Table 2, 
runs # 12, 16, 19 , 23, 
24 

To validate the mass transfer 
between droplets and liquid 
film and the resulting film 
thickness 

Entrainment rates 
of droplets in 
annular flows 

Validation a) Two-fluid Okawa et al. (2005) 
Table 4, runs # 1, 9, 
13, 25 

To validate the drop size 
prediction based on drop 
coalescence and break-up 
mechanisms 

Drop size Validation a)Two-fluid 
Eulerian/Eulerian 
b)Eulerian-Lagrangian 

Fore et al. (2002) 
Table 1, runs # 1, 4, 8, 
9, 14, 20, 23 

To validate the prediction of the 
dryout occurrence based on the 
local liquid film thickness 

Film thickness Validation a) Two-fluid 
b) Interface tracking 

Wurtz (1978) 
Fig. 3.10.c, Fig. 3.11, 
Fig 3.13.c, Fig. 3.14.c 

10.2 Proposed benchmark for DNB 

A benchmark based on both ASU data and on DEBORA data on boiling flows. Each of these experiments 
provides unique information: 

• ASU provides velocity and turbulence measurements in boiling flow, but practically no 
information on bubble diameters; 

• DEBORA provides information on bubble diameter profiles and also on bubble diameter pdf 
distribution, but no information on liquid velocity and turbulence. 

The objectives of the simulation of the ASU and DEBORA test are separate effect test validation of: 

• Forces exerted on the bubbles (drag, lift, dispersion wall force); 

• Coalescence, break up and all phenomena which affect bubble interfacial area and bubble size 
distribution; 

• Interfacial heat and mass transfer;  

• Wall heat transfers and associated parameters: liquid heating, wall vapourisation, quenching heat 
flux, bubble departure diameter, frequency of bubble detachment, density of nucleation sites; 

• Wall functions for momentum equations.  

Another objective is to compare several methods to take polydispersion of bubbles into account such as the 
multi-group (MUSIG) method or the method of statistical moments. 

The target variables to be compared to experiment are: 

• ASU test: void profile, gas and liquid velocity profile, liquid temperature profile, liquid turbulent 
kinetic energy; 
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• DEBORA test: void profile, liquid temperature profile, gas velocity profile, interfacial area 
profile, bubble size distribution profile. 

10.3 Proposed benchmark for PTS 

A benchmark based on both TOPFLOW PTS data and on a ROSA specific test on PTS is proposed.  

The TOPFLOW PTS experiment will provide data on condensation rates, volume fraction distributions 
(bubble entrainment below the impinging jet, wavy stratified flow in the cold leg), temperature 
distributions which characterize the mixing along the flow path from the ECC injection towards the 
downcomer as well as the thermal loads on the RPV wall and probably also some information on liquid 
phase velocity fields. 

The objectives of the simulation of a TOPFLOW test are separate effect test validation of: 

• interfacial transfers at the free surface in the cold leg;  
 

• the effects of entrained bubbles by the plunging jet;  
 

• the turbulence production and turbulence mixing in the cold leg;  
 

• the phenomena at the entrance of the downcomer including heat transfers with the wall. 

In addition also the interactions of these processes can be investigated. A steady state test should be 
selected as a benchmark. 

The ROSA test allows a consideration of integral effects. 

The objectives of simulating a ROSA specific test is to demonstrate the capability to deal with a system 
effects and to model the whole reactor transient by a coupling of chaining between CFD and system code 
calculations. 

OECD-ROSA test N° 1-1 simulates natural circulation at 2 % Nominal Power with stepwise decreasing 
mass inventory and with cold leg injection during periods of 80 seconds. 

OECD-ROSA test N° 1-2 simulates a 1 % Hot Leg Break with cold leg injection. 

A first benchmark could consist in simulating a period of the test 1-1 with a coupling or chaining of system 
and CFD codes.  Then the simulation of the test 1-2 would be a more complete demonstration test of the 
coupled (chained) calculation of the whole PTS scenario. 

10.4 Proposed benchmark for Pool Heat exchangers 

The benchmark proposed here focuses on the capabilities of a CFD code to simulate the bubble plume 
produced by boiling on the outer surface of pool heat exchanger tubes. To minimize the number of 
phenomena being studied, we propose a benchmark based on air bubble plume tests in the LINX facility at 
the Paul Scherrer Institute (PSI) in Villigen, Switzerland.  The LINX vessel is 2 m in diameter and 3.4 m 
high with twelve glass windows for PIV, photography and visual observations.  Other instrumentation 
includes thermocouples, pressure transducers, electromagnetic probes, double tipped optical probes and 
miniature pitot tubes.  
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A wide range of data appropriate for CFD validation is available from the facility.  PIV combined with 
filters on the camera permit measurement of two components of either bubble or liquid local velocities. 
Image processing of photographs provide probability density functions for principal axis lengths of bubbles 
and associated interfacial area concentration (data reduction assumes an ellipsoidal bubble shape).  Double 
tipped optical probes provide local values for void fraction and bubble rise velocity. An electromagnetic 
probe (combined with salt in the water to provide enough conductivity) is used to obtain liquid velocities in 
recirculation zones beyond the maximum radius of the bubble plume. Velocity measurements from the 
electromagnetic probe do not provide useful information on turbulence, but can be used to check CFD 
predictions of mean velocities. 

General descriptions of the facility are available in papers by Simiano et al [Simiano, 2006] and by 
Yadigaroglu et al [Yadigaroglu, 2008]. A more detailed description of instrumentation and data reduction 
is available in the Doctoral Thesis of Marco Simiano [Simiano, 2005], which can be accessed on the web 
at:  e-collection.ethbib.ethz.ch/eserv/eth:28229/eth-28229-02.pdf. 

A new LINX experiment would be ideal for the purposes of a blind benchmark. However, a very large 
amount of data has been archived from this facility.  It is possible that test results could be available that 
have not yet been used for CFD validation. 

10.5 References 

Simiano M., Zboray, R., de Cachard F., Lakehal, D., Yadigaroglu G., “Comprehensive experimental 
investigation of the hydrodynamics of large-scale, 3D, oscillating bubble plumes” International Journal of 
Multiphase Flow (ISSN 0301-9322), 32, 1160-1181 (2006). 

Yadigaroglu G., Simiano M., Milenkovic, R., Kubasch, J., Milelli, M., Zboray, R., de Cachard F., Smith, 
B., Lakehal, D., Sigg, B., “CFD4NRS with a focus on experimental and CMFD investigations of bubbly 
flows,” Nuclear Engineering and Design, 238, 771-785 (2008). 

Simiano, M., “Experimental Investigation of Large-Scale Three Dimensional Bubble Plume Dynamics, 
Doctoral Thesis, Swiss Federal Institute of Technology Zurich, Diss. ETH No 16220 (2005). 

10.6 Proposed Benchmark for Steam Injection in a Pool 

One of the validation tests of potential consideration for benchmarking the data on the steam injection in a 
pool is the JICO test, which is currently on-going at KAERI for the purpose of developing some physical 
models on condensing jet-induced turbulent jet by generating a set of basic data on the local flow structures 
in both the turbulent jet and global circulation in a cylinder, and of producing CFD validation data for a 
pool mixing analysis. The unique features of this test, when compared to previous ones, includes that the 
steam jet is vented to the pool upwardly or downwardly through a single nozzle inside a subcooled water 
tank. Local flow structures around the turbulent jet are measured by using special PIV techniques. [Choo & 
Song, 2008] 

This experiment provides valuable information on: 

• Detailed measurements of velocity characteristics around the turbulent jet induced by a 
condensing steam jet discharged in a subcooled water pool; and  

• Characteristics of global circulation to determine the thermal mixing in a pool, which depends on 
both the steam mass flux and the pool temperature, but no detailed flow information inside the 
steam jet.  
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A high degree of turbulence generated at the interface between the steam jet and the pool water due to its 
large velocity difference, and the high eddy motion of small bubbles in the mixing region will be very 
important for understanding the thermal mixing in a pool since they can sufficiently enhance the heat and 
the momentum transfer in the steam jet.  

The JICO testing will help us to understand the characteristics of a turbulent jet in the downstream of a 
condensing steam jet in detail, and to characterise the circulation flow pattern inside the pool. The JICO 
facility is equipped with a steam generator (Max. 10Bar; 0.023kg/s), an exchangeable sparging nozzle, and 
a water pool (0.8 H x 2 m D), as shown in Figure 10.1. A tentative test matrix for the validation is shown in 
Table 10.1.  

The objectives of the simulation of the JICO test are separate effect test for the validation of: 

• Interfacial heat transfer at the phasic interface around the steam jet; 
 

• Momentum exchange between steam jet and the surrounding water, which affects global picture 
of thermal mixing in a pool; 
 

• Thermal mixing in a pool, which is induced by the steam jet; 
  

• Wall functions for momentum equations and the free surface treatments in an analysis. 

The target variables to be compared to the experiment are: 

• Steam jet shape; 
 

• Velocity (and temperature) distribution around the steam jet in a liquid pool, and; 
 

• Global circulation pattern, which must be different from test condition. 

Table 10.1:  Test conditions to be covered in the JICO test facility 
 
 
 

Nozzle ID (mm) Steam mass flux (kg/m2s) Pool temperature (℃) 
5~10 300~650 20~70 
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Figure 10.1:  Schematic of the JICO facility 

10.7 Proposed benchmark for Fire Analysis 

Benchmark Exercise # 3 (BE # 3), conducted as part of the International Collaborative Fire Model Project 
(ICFMP) and sponsored by the NRC is a good benchmark tests series for validation. This ICFMP exercise 
comprised a series of 15 large-scale fire tests, performed at NIST between June 5 and 20, 2003. These tests 
consisted of 350 kW, 1.0 MW, and 2 MW fires in a marinite room with dimensions of 21.7 m x 7.15 m x 
3.7 m (71.2 ft x 23.5 ft x 12.1 ft). The room had one door with dimensions of 2 m x 2 m (6.6 ft x 6.6 ft), 
and a mechanical air injection and extraction system.  Ventilation conditions and fire size were varied 
among the 15 tests. The numerous experimental measurements included temperatures in gas layers and 
surfaces, heat fluxes, and gas velocities, among others. Detailed schematic diagrams of the experimental 
arrangement and data are available in [Hamins, 2005]. 
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11. ELABORATION OF BEST PRACTICE GUIDELINES FOR TWO-PHASE CFD 
APPLICATION TO THE SELECTED NRS ISSUES 

11.1 Introduction 

Practical guidance for the application of CFD tools to the analysis of single-phase flows in nuclear reactor 
safety is given by Mahaffy et al. (2007) in the report “Best Practice Guidelines for the Use of CFD in 
Nuclear Reactor Safety Applications”. This report covers the full range of topics for high-quality flow 
simulations. It comprises sections on appropriate problem definition and subsequent selection of simulation 
tools. Important factors in this selection are the flow processes, and the turbulence and two-phase flow 
scales to be resolved in the computation. The approach described by Mahaffy et al. (2007) is valid for 
single- and multi-phase simulations. 

Since two-phase CFD application is by far less mature than single phase CFD, a specific methodology was 
defined in the Writing Group and the application of this multi-step methodology adds some specific 
Guidelines for two-phase applications. When this methodology will have been applied to a large number of 
two-phase flow situations, more precise guidelines could be given to CFD code users to select the right 
options appropriate for the specific application. At present, only limited foundations of such Best Practice 
Guidelines will be given. 

The report by Mahaffy et al. (2007) also describes techniques for the quantification and reduction of 
numerical errors. These have been developed for single-phase flows, but are equally valid for multi-phase 
flows: Single- and multi-phase flow formulations are both based on conservation equations, and are 
therefore mathematically similar. There is, however, a significant additional challenge for multi-phase 
flows due to the presence of different phases, of sharp interfaces and of an increased tendency to instability 
and unsteady-state behaviour. The presence of sharp interfaces between the phases requires often a much 
higher grid resolution than is necessary for corresponding single-phase flows. The higher affinity to 
physical instabilities might be suppressed on coarse grids, but can appear under grid refinement. This 
characteristic and the additional model equations lead to very high computational demands for multi-phase 
flows.  

An assessment of CFD capabilities has to ensure that different error types are properly identified and 
addressed. For instance, it is known from single-phase studies, that the quantification of model errors 
(turbulence models, etc.) can only be made if numerical and systematic errors have been reduced below an 
“acceptable” level. In an ideal world, this would mean that solutions are provided for grids and with time 
steps, which are fine enough that numerical errors become negligibly small. As this is not a trivial task, and 
would require very large computing resources, this ideal separation of errors cannot always be achieved. 
These basic difficulties are increased when multi-phase flow physics and unsteady-state effects are 
included in numerical simulations. 

In the next sections one will draw first some Guidelines from application of the multi-step methodology 
and then address the control of numerical errors. The different error types that can impact a CFD 
simulation are listed and the most promising strategies to reduce these errors are discussed. 
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11.2 Guidelines from application of the multi-step methodology 

A general multi-step method of work for using two-phase CFD for safety issues is recommended as 
explained in Section 2. The main steps are: 

1. Identification of all important flow processes; 

2. Main modelling choices; 

3. Selecting closure laws; 

4. Verification; 

5. Validation. 

If the CFD tool is used in the context of a safety demonstration, one may add a last step: 

6. Uncertainty evaluation. 

Following this methodology and being able to justify what has been done at each step is a good way to 
demonstrate that the users actually controlled the whole process and did not simply rely on simulation 
tools, which are still relatively immature.  

The first step just states that the user should not expect that the CFD code will tell him which flow 
processes will take place in the problem to solve. The user must identify these flow processes and then 
check that the simulation tool is able to describe them, either as it is or after some additional developments 
are made. 

The second and third step will exist as long as precise Guidelines are lacking for selecting the main 
modelling options and closure relations. The user must elaborate by himself the rationale for these choices 
for each application. Feedback from many users and many applications will allow in future giving more 
guidance to users for this step. 

The last three steps are common to all simulation tools but further efforts are required to develop the 
adequate experimental, numerical and mathematical tools. 

In the application of this multi-step methodology a few consistency checks are necessary. 

1. In the first step, the basic choice of the number of fields must be adapted to the physical situation 
or to an acceptable degree of simplification of the situation. In particular, if two fields are 
mechanically and/or thermally uncoupled and have a very different behaviour, they must be treated 
separately. 

2. In the second step, the averaging procedure must be specified to give a clear definition of the 
principal variables and of the closure terms in the equations. The filtering of the turbulent scales 
and of two-phase intermittency must be fully consistent. 

3. In the second step, an Interface Tracking Method can only be used if all phenomena having an 
influence on the interface are also deterministically treated.  

4. In the third step, the choice of an adequate interfacial transfer formulation must be consistent with 
the selected interface treatment, and with the Identification of the Local Interfacial Structure 
(ILIS).  



 NEA/CSNI/R(2010)2 

 
121 

 

5. In the fifth step, the SET validation matrix should be exhaustive with respect to all flow processes 
which were identified in step 1. 

6. In the fifth step, the SET validation matrix should be able to validate all the interfacial turbulent 
and wall transfers which play an important role according to step 1. 

7. In the fifth step, the number of measured flow parameters in the validation experiments should be 
consistent with the complexity of the selected model to validate. A model defined by a set of n 
equations having a set of n principal variables Xi (i = 1, n) can be said clearly “validable” when 
one can measure n parameters giving the n principal variables. 

8. In the fifth step, the averaging of measured variables must be consistent with the averaging of the 
equations. 

11.3 Definition of Errors in CFD simulations 

CFD simulations have the following potential sources for errors and uncertainties: 

• Numerical errors result from the difference between the exact equations and the discretised equa-
tions which are solved in the CFD code. For consistent discretisation schemes, these errors can be 
reduced by an increased spatial grid density and/or by smaller time steps.  

• Model errors result from the necessity to describe flow phenomena like turbulence, combustion, 
and multi-phase by empirical models. For turbulent flows, the necessity of using empirical 
models derives from the excessive computational effort to solve the exact model equations2 with 
a Direct Numerical Simulation (DNS) approach. Turbulence models are, therefore, required to 
bridge the gap between the real flow and the statistically averaged equations. Other examples are 
combustion models and models for interpenetrating continua, e.g. two-fluid models for two-phase 
flows.  

• User errors result from inadequate use of CFD software. They are usually a result of insufficient 
expertise by the CFD user. They can be reduced or avoided by additional training and experience 
in combination with a high-quality project management and by provision and use of Best Practice 
Guidelines and associated checklists. 

• Software errors are the result of an inconsistency between the documented equations and the 
actual implementation in the CFD software. They are usually a result of programming errors. 

• Application uncertainties are related to insufficient information to define a CFD simulation. A 
typical example is insufficient information on the boundary conditions and/or the geometries.  

A more detailed definition of the different errors is given by Roache (1998)] and in the ECORA Best 
Practice Guidelines (2002).  

11.4 Strategies to Reduce Numerical Errors 

In order to reduce the numerical errors, it is necessary to have procedures for the estimation of the different 
errors. The main goal is to reduce solution errors to a minimum with given computer resources.  

                                                      
2 i.e. the Navier-Stokes equations for single-phase flows 
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11.4.1 Target Variables 

In order to monitor numerical errors, it is recommended to define a few characteristic target variables. The 
convergence of the numerical scheme can then be checked using these target variables without 
interpolation between different grids. Target variables should be selected using the following criteria: 

1. Representative of the goals of the simulation; 

2. Sensitive to numerical treatment and resolution; 

3. Available with existing post-processing tools; 

4. Available inside the solver and displayed during run-time (optimal). 

Point 1 is self-explanatory. Point 2 should help to avoid the use of measures, which are insensitive to the 
resolution, like pressure-based variables in boundary layer simulations. It is best if the variable can be 
computed during run-time and displayed as part of the convergence history. This allows monitoring of the 
target variable during the iterative process.  

11.4.2 Iteration Errors 

A first indication of the convergence of an iterative solution is the reduction of residuals. Experience shows 
that different types of flows require different levels of residual reduction. For example, it is found regularly 
that swirling flows can exhibit significant changes even once the residuals have been reduced by more than 
5 - 6 orders of magnitude. Other flows are well converged with a residual reduction of only 3 - 4 orders of 
magnitude.  

In addition to the residual reduction, it is required to monitor the solution during convergence and to plot 
the pre-defined target variables as a function of the residual (or the iteration number). A visual observation 
of the solution at different levels of convergence is recommended. It is also recommended to monitor the 
global balances of conserved variables, like mass, momentum and energy vs. the iteration number.  

Convergence is monitored and ensured by the following steps: 

• Reduce residuals by a pre-specified level and provide residual plots; 

• Plot evolution of residual with iteration number; 

• Report global mass balance with iteration number; 

• Plot target variables as function of iteration number or residual level; 

• Report target variables as function of residual (table). 

It is desirable to have the target variable written out at every time step or iteration in order to display it 
during the simulation run. Depending on the numerical scheme, the recommendations may also be relevant 
to the iterative convergence within the time step loop for transient simulations. 

11.4.3 Spatial Discretisation Errors 

Spatial discretisation errors result from the numerical order of accuracy of the discretisation scheme and 
from the grid spacing. Second and higher order space discretisation methods are recommended to produce 
high-quality solutions on realistic grids. First order methods should be avoided if possible.  
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As the order of the scheme is usually given by the CFD software, spatial discretisation errors can mainly be 
influenced by the provision of adequate grids. It is important for the quality of the solution and the 
applicability of error estimation procedures that grids resolve the main features of the flow. This requires 
that grid points are concentrated in areas of large solution variation. Guidelines for grid generation are 
given by Mahaffy et al. (2007). 

For grid convergence tests, simulations should be carried out for a minimum of three grids. The target 
quantities should be given as a function of the grid density. It is recommended that the graphical 
comparison between the experiments and the simulations shows the grid influence for selected examples.  

The following procedure should be followed: 

• Define target variables; 

• Provide three (or more) grids using the same topology (or for unstructured meshes a uniform 
refinement over all cells); 

• Compute solution on these grids: 

o Ensure convergence of the target variable in the time- or iteration domain. 
o Compute target variables for these solutions. 

• Compute and report error measure for target variables; 

• Plot selected variables for the different grids in a single diagram; 

• Check if the solution behaviour is in the asymptotic range, i.e. that error reduction is proportional 
to the truncation error order of the discretisation scheme. 

11.4.4 Time Discretisation Errors 

In order to reduce time integration errors for unsteady-state simulations, it is recommended to use at least a 
second-order accurate time discretisation scheme. Usually, the relevant frequencies can be estimated before 
the simulation. The time step should be chosen to provide at least 10 - 20 steps for each period of the 
highest relevant frequency. In case of unsteadiness due to a moving front, the time step should be chosen 
as a fraction of ∆t ≈ ∆x/U, with the grid spacing ∆x and the front speed U. 

Under strong grid and time step refinement, flow features can be resolved which are not relevant for the 
simulation objectives. An example is the gradual switch to a DNS for the simulation of free surface flows 
with a VOF method (drop formation, wave excitation for free surfaces, etc.). This is a difficult situation, as 
it usually means that no grid or time step converged solution exists below the DNS range, which can 
usually not be achieved.  

In principle, the time dependence of the solution can be treated as another dimension of the problem. 
However, a four-dimensional grid study would be very demanding. It is therefore more practical to carry 
out the error estimation in the time domain separately from the space discretisation. Under the assumption 
that a sufficiently fine spatial discretisation is available, the error estimation in the time domain can be 
performed as a one-dimensional study.  

Studies should be carried out with at least two and if possible three different time steps for one given 
spatial resolution. The following information should be provided: 

• Unsteady-state target variables as function of time step (graphical representation). 
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• Error estimate based on (time averaged) target variables. 

• Comparison with data for different time steps. 

11.4.5 Round-Off Errors 

Round-off errors are usually not a significant problem. They can occur for high-Reynolds number flows 
where the boundary layer resolution can lead to very small cells near the wall. The number of digits of a 
single-precision simulation can be insufficient for such cases. The only way to avoid round-off errors with 
a given CFD code is the use of a double-precision version. In case of an erratic behaviour of the CFD 
method, the use of a double-precision version is recommended.  

11.5 Strategies to Reduce Model Errors 

Model errors are the most difficult errors to avoid, as they cannot be reduced systematically. The most 
important factor for the reduction of model errors is the quality of the models available in the CFD package 
and the experience of the user. There is also a strong interaction between model errors and the time and 
space resolution of the grid. The resolution has to be sufficient for the model selected for the application.  

In principle, model errors can only be estimated in cases where the validation of the model is ‘close’ to the 
intended application. Model validation is essential for the level of confidence the user can have in a CFD 
simulation. It is therefore required that the user gathers all available information on the validation of the 
selected model, both from the open literature and from code developers (vendors). In case the user has 
personal access to a modelling expert in the required area, it is recommended to interact with the model 
developer or expert to ensure the optimal selection and use of the model. 

In case that CFD is to be applied to a new field, it is recommended that the user carrie out additional 
validation studies, in order to gain confidence that the physical models are adequate for the intended 
application. If several modelling options are available in the code (as is usually the case for turbulence, 
combustion and multi-phase flows), it is recommended to carry out the simulation with different models in 
order to test the sensitivity of the application to the model selection.  

11.5.1 Multi-Phase Flow Models 

Multi-phase flow models are required in cases where more than one phase is involved in the simulation. 
There are a wide variety of multi-phase flow scenarios, with the two extremes of small scale mixing of 
phases or a total separation of the phases by a sharp interface. Depending on the flow simulation, different 
model types are available.  

The Euler-Euler formulation is most commonly used for reactor safety applications. It is based on the 
assumption of interpenetrating continua. A separate set of mass, momentum, and energy conservation 
equations is solved for each phase. Interphase transfer terms are modelled and included to account for the 
interaction of the phases. Euler-Euler methods can be applied to separated and dispersed flows by changing 
the interfacial transfer models.  

Additional models are required for flows with mass transfer between the phases (condensation, 
evapouration, boiling). These models can be applied in the form of correlations for a large number of 
particles (bubbles) in a given control volume, or directly at the interface between the resolved phase 
boundaries. 
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11.5.2 Turbulence Models 

There are different methods for the treatment of turbulent flows. The need for a model results from the 
inability of industrial CFD simulations to fully resolve all time and length scales of a turbulent motion. In 
classical CFD methods, the Navier-Stokes equations are usually time- or ensemble-averaged, reducing the 
resolution requirements by many orders of magnitude. The resulting equations are the RANS equations. 
Due to the averaging procedure, information is lost, which is then fed back into the equations by a 
turbulence model. 

RANS methods are the most widely used approach for CFD simulations of industrial flows. Early methods, 
using algebraic formulations, have been largely replaced by more general transport equation models, for 
both implementation and accuracy considerations. The use of algebraic models is not recommended for 
general flow simulations, due to their limitations in generality and their geometric restrictions. The lowest 
level of turbulence models, which offers sufficient generality and flexibility, are two-equation models. 
They are based on the description of the dominant length and time scale by two independent variables. 
Models that are more complex have been developed and offer more general platforms for the inclusion of 
physical effects. The most complex RANS model used in industrial CFD applications are Second Moment 
Closure (SMC) models. Instead of two equations for the two main turbulent scales, this approach requires 
the solution of seven transport equations for the independent Reynolds stresses and one length (or related) 
scale.  

The amount of information, which has to be provided by the turbulence model, can be reduced if the large 
time and length scales of the turbulent motion are resolved. The equations for this so-called Large Eddy 
Simulation (LES) method are usually filtered over the grid size of the computational cells. All scales 
smaller than the resolution of the mesh are modelled and all scales larger than the cells are simulated. This 
approach is several orders of magnitude more expensive than a RANS simulation and is therefore not used 
routinely in industrial flow simulations. It is most appropriate for free shear flows, as the length scales near 
solid walls are usually very small and require small cells even for the LES method.  

The challenge for the user of a CFD method is to select the best model for the application from the models 
available in the CFD method. In most cases it cannot be specified beforehand, which model will offer the 
highest accuracy. However, there are indications as to the range of applicability of different model 
closures. This information can be obtained from validation studies carried out with the model.  

In addition to the accuracy of the model, consideration has to be given to its numerical properties and the 
required computing power. It is often observed that more complex models are less robust and require many 
times more computing power than the additional number of equations would indicate. Frequently, the 
complex models cannot be converged at all, or, in the worst case, the code becomes unstable and the 
solution is lost.  

It is not trivial to provide general rules and recommendations for the selection and use of turbulence and 
multi-phase flow models for complex applications. Different CFD groups have given preference to 
different models for historical reasons or personal experiences. Even experts cannot always agree as to 
which model offers the best cost vs. performance ratio for a new application. An in-depth discussion on the 
selection and application of turbulence and multi-phase flow models for reactor safety relevant flows is 
given by Mahaffy et al. (2007). 

11.6 Strategies to Reduce User Errors 

User errors are directly related to the expertise, the thoroughness and the experience of the user. For a 
given user, these errors can only be minimised by good project management and thorough interaction with 
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others. In case of inexperienced users, day-to-day interaction with a CFD expert or project manager is 
required to avoid quality problems. A structured work plan with intermediate results is important for 
intermediate and long-term projects.  

A careful study of the CFD code documentation and other literature on the numerical method as well as the 
physical models is highly recommended.  Furthermore, benchmark studies are recommended to understand 
the capabilities and limitations of CFD methods. A comparison of different CFD methods is desirable, but 
not always possible. 

11.7 Strategies to Reduce Software Errors 

Software errors can be detected by verification studies. They are based on a systematic comparison of CFD 
results with verified solutions (in the best case analytical solutions). It is the task of the software developer 
to ensure the functionality of the software by systematic testing.  

In most cases, existing software will be used. It is assumed that all CFD packages have been sufficiently 
tested to ensure that no software verification studies have to be carried out in the project (except for newly 
developed modules). In case that two CFD packages give different results for the same application using 
the same physical models, the source of these differences needs to be evaluated. In case of code errors, 
they should be reported to code developers and subsequently removed. 

11.8 Strategies to Reduce Application Uncertainties 

Application uncertainties cannot always be avoided, because missing information can frequently not be 
recovered. The uncertainty can be minimised by interaction with the supplier of the test case. The potential 
uncertainties have to be documented before the start of the CFD application. 

In case assumptions have to be made concerning any input to a CFD analysis, they have to be 
communicated to the partners in the project. Alternative assumptions should be proposed and the 
sensitivity of the solution to these assumptions should be evaluated by case studies (alteration of inflow 
profiles, different locations for arbitrary boundary conditions, etc.). 

Recommendations are: 

• Identify all uncertainties in the numerical set-up: 

o Geometry reduction; 
o Boundary condition assumptions; 
o Modelling assumptions (bubble diameter etc.); 

• Perform a sensitivity analysis with at least two settings for each parameter; 

• Document the sensitivity of the solution on the assumptions. 
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12. CONCLUSION 

The Writing Group 3 on the “Extension of CFD to two-phase flow safety problems” listed and classified 
the NRS problems where extension of CFD to two-phase flow may bring real benefit and classified 
different modelling approaches. First ideas were reported about the specification and analysis of needs in 
terms of validation and verification in a first report. Then the activity was focused on a limited number of 
NRS issues with a high priority and a reasonable chance to be successful in a reasonable period of time. 
Six NRS problems were selected to be further analysed in more detail, the Dry-out, the DNB, the 
two-phase PTS, the pool heat exchangers, the steam discharge in a pool, and the fire analysis. These are 
high priority issues from the point of view of nuclear safety with some investigations going on and CFD 
investigations have a reasonable chance to be successful in a reasonable period of time. They address both 
present generation of PWR & BWR and the Generation 3 water reactors and address all flow regimes so 
that they may, to some extent, envelop many other issues. 

A general multi-step methodology for application of two-phase CFD to nuclear safety issues was 
proposed.. Many options are possible when using two phase CFD, for the basic model (one-fluid, 
two-fluid, multi-field,…), for the averaging or filtering of turbulent and two-phase scales (using RANS, 
URANS, VLES, LES,…), for the treatment of the interface either by an Interface Tracking Method or 
statistically by calculating a volume fraction, an interfacial area ,… The choices have to be justified after 
an in depth analysis of the issue and an identification of all basic flow processes. Then closure relations 
have to be selected or developed for interfacial transfers, turbulent transfers and wall transfers and a 
validation test matrix has to be established to validate in a separate effect way all the models. Many 
consistency checks are necessary to build the CFD application on a physically sound basis.  

The method was applied to the six selected issues resulting in an updated state of the art and gaps were 
identified in the modelling. Available data for validation were reviewed and needs of additional data were 
identified. Verification tests were also identified. A few benchmarks are proposed for future activity. 
Although two-phase CFD is still not very mature a first approach of Best Practice Guidelines is given 
which should be later complemented and updated.  

The main results of this work are here summarized: 

For the six selected issues, the theoretical framework was made so clear that the selection of the basic 
model options was possible, even if some choices remain partly open and require further benchmarking 
between options. The method for modelling polydispersion in boiling bubbly flow, the use of an ITM or a 
more simple Large Interface identification for free surfaces in PTS investigations are examples where 
further developments and comparisons are still necessary. 

For each selected issue, an experimental test matrix already exists which provides very precious 
information for model validation. However, in each case, there are still some deficiencies and needs were 
identified for new “CFD-grade” experiments equipped with advanced local instrumentation. The present 
status of closure laws used for the selected issues reflects the merits and limits of the validation matrix. 
Further effort is recommended to propose a strategy of validation with a clear definition of separate effect 
tests, global tests, and demonstration tests, and of their respective roles in the whole validation process. 
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The Verification issue has to be revisited more systematically and an effort is required to define more 
specific 3-D benchmarks. Two ways are recommended: 

• The use of the method of manufactured solution should be promoted in two-phase CFD to 
produce tests with analytical solutions. 

• New experiments with simple prototypic flow configurations should be produced with very well 
defined initial and boundary conditions and well instrumented local measurements of possibly all 
principal variables.  

Before having a comprehensive Verification Matrix, it was decided to select a benchmark test (or a few) 
for each NRS issue to provide at least an evaluation of the present capabilities and limitations, to promote 
further progress.  

The proposed multi-step methodology gives a first approach to Best Practice Guidelines for two-phase 
CFD by inviting users to formulate and justify all their choices and by listing some necessary consistency 
checks. Some methods for the control of numerical errors are also given, as part of the BPG. 

The work performed by the Writing Group confirms that two-phase CFD is becoming a complementary 
tool to system codes for safety investigations. It did not provide yet an estimation of safety margins for any 
of the selected issue, but it gives access to small scale flow processes, and provides a better understanding 
of physical situations. It is already a useful tool for safety analysis and may become a tool for safety 
demonstration when all the steps of the methodology have been correctly addressed including uncertainty 
evaluation. 
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13. GLOSSARY 

GENERAL 

ADS Automatic Depressurisation System  
ASME American Society of Mechanical Engineering 
ASTAR Advanced Three-Dimensional Two-Phase Flow Simulation Tool for Application 

to Reactor Safety (EU 5th Framework Programme) 
BC Building Condenser 
BDBA Beyond Design-Basis Accident 
BPGs Best Practice Guidelines 
CCFL Counter Current Flow Limitation 
CFD Computational Fluid Dynamics 
CHF Critical Heat Flux 
CMT Core Make-up Tank 
CPU Central Processing Unit 
CSD Computational Structural Dynamics 
CSNI Committee on the Safety of Nuclear Installations 
DBA Design-Basis Accident 
DHR Decay Heat Removal 
DNB Departure from Nucleate Boiling 
DNS Direct Numerical Simulation 
DVI Direct Vessel Injection 
DWO Density Wave Oscillations 
ECC Emergency Core-Cooling  
ECCS Emergency Core-Cooling System 
ECORA Evaluation of Computational Fluid Dynamic Methods for Reactor Safety 

Analysis (EU 5th Framework Programme) 
EOC End of Cycle 
EUROFASTNET European project for Future Advances in Science and Technology for Nuclear 

Engineering Thermalhydraulics (EU 5th Framework Programme) 
FISA-2003 The Fifth International Symposium on EU Research and Reactor Safety 
GAMA Working Group on the Analysis and Management of Accidents 
HA Hydro Accumulators 
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HTC Heat Transfer Coefficient 
HX Heat Exchange 
IAC  Interfacial Area Concentration  
IC Isolation Condenser 
IRWST In-Containment Refuelling Water Storage Tank 
LBLOCA Large-Break Loss of Coolant Accident 
LES Large Eddy Simulation 
LIS Large Interface Simulation 
LOCA Loss of Coolant Accident 
MCPR Minimum Critical Power Ratio 
NACUSP Natural Circulation and Stability Performance of BWRs (EU 5th Framework 

Programme) 
NEA Nuclear Energy Agency 
NRS Nuclear Reactor Safety 
OECD Organisation for Economic Cooperation and Development 
PBL  Pressure Balance Line  
PCC Passive Containment Cooling  
PCCS Passive Containment Cooling System 
PRHR Passive Residual Heat Removal 
PTS Pressurised Thermal Shock 
RANS Reynolds-Averaged Navier-Stokes 
RIA Reactivity Insertion Accidents 
RPT Recirculation Pump Trip 
RPV Reactor Pressure Vessel 
SARA Severe Accident Recriticality Analysis 
SG Steam Generator 
SI Safety Injection 
TH Thermalhydraulics 
TEMPEST Testing and Enhanced Modelling of Passive Evolutionary Systems Technology 

for containment cooling (EU 5th Framework Programme) 
UP Upper Plenum 
URANS Unsteady Reynolds-Averaged Navier-Stokes 
VLES Very Large Eddy Simulation 
VOF Volume-Of-Fluid 
WAHALOADS Water Hammer Loads (EU 5th Framework Programme) 
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EXPERIMENTS 

CYBL Experiment about External Reactor Vessel Cooling 
ISB Integral Test Facility for VVER (Russia) 
PSB Integral Test Facility for VVER (Russia) 
PACTEL  Integral Test Facility for VVER (Finland) 
PANDA Integral Test Facility for SBWR (Switzerland) 
PMK Integral Test Facility for VVER (Hungary) 
SBLB Experiment about External Reactor Vessel Cooling 
SULTAN Experiment about External Reactor Vessel Cooling 
ULPU Experiment about External Reactor Vessel Cooling 
UPTF Upper Plenum test Facility (Germany) 

CODES 

ATHLET System analysis code, used extensively in Germany 
CATHARE System analysis code, used extensively in France 
CFX Commercial CFD software program 
FLUBOX In-house, two-phase flow code, developed by GRS  
FLUENT Commercial CFD software program 
GENFLO In-house CFD code, developed by VTT 
MELCOR Lumped-parameter code for analysing severe accidents, developed at Sandia NL 
RECRIT Computer code for BWR recriticality and reflooding analyses, developed by 

VTT 
RELAP5 System analysis code, used extensively in US and elsewhere 
TRAC Transient Reactor Analysis Code 
TRACE TRAC/RELAP Combined Computational Engine 

REACTORS 

ABWR Advanced Boiling Water Reactor 
ALWR Advanced Light Water Reactor 
BWR Boiling Water Reactor 
EPR European Pressurised-Water Reactor 
SBWR Simplified Boiling Water Reactor 
ESBWR European Simplified Boiling Water Reactor 
LWR Light Water Reactor 
NPP Nuclear Power Plant 
PWR Pressurised Water Reactor 
VVER (or WWER) Russian version of the PWR 
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14. APPENDIX 1:  EXAMPLE OF APPLICATION OF THE METHOD OF 
MANUFACTURED SOLUTIONS 

As part of a research project for the U.S. Nuclear Regulatory Commission, use of various higher order 
numerical methods was studied for a two-phase, three-fluid model (vapour, continuous liquid, entrained 
liquid).  The following manufactured solution was used to check the implementation of the various 
difference methods. 

 
 

 

 

 

 

 

 

where ω ε, , , , ,u h P Tp p0 0 0 0  are arbitrary constants, ε  is small. The index p  represents a corresponding 
field: vapour v , liquid l  and entrained e . The constants are usually set to the value of one, but to avoid 
exceeding the thermodynamic bounds on certain variables and other code restrictions, they can be set to 
higher values. In this case the amplitude of the sine function should be increased as well, to better exercise 
the differential operators. Note that there are many other possibilities to manufacture different solutions 
than the ones given by Eq. 1. A steady state can be tested by settingω = 0 .   

In this test problem density was set constant because the necessary verification on spatial differences was 
driven by the functions chosen for field volume fractions and velocities.  A separate verification test was 
constructed to be certain that densities were properly loaded into the discrete equations. 

Below, the two-phase flow equations are modified by including a new source term to balance the terms 
obtained by differentiation of manufactured solutions. Notation in the source terms has shifted, with 
subscripts included in the source name, because the results were extracted directly from MathCad. 
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Vapour mass conservation:  

 
 

 

 

 

Continuous liquid mass conservation:  

 

 

 

 

 

 

Entrained liquid mass conservation:  
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Vapour energy conservation: 

 

 

 

 

 

 

 

Liquid 
energy 
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Vapour momentum conservation:  

 

 
 

 

 

 

 

 

 

 

 

Continuous liquid momentum conservation: 
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Entrainment liquid momentum conservation:  

 

 

 

 

 

 

 

 

Installation of these special source terms into the I-D two-phase code proved to be invaluable in detecting and  
isolating coding errors. 
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