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    Foreword   

The understanding of nuclear physics and the associated uncertainties is essential to the 
modelling of all nuclear systems. Nuclear reaction probabilities, emitted particle energies 
and angles, fission and other phenomena vary by many orders of magnitude over the energy 
ranges that neutrons experience within nuclear reactors and the correlations between the 
uncertainties over these energy ranges are indispensable to the useful estimation of 
uncertainty for operational parameters.  

The Working Party on International Nuclear Data Evaluation Co-operation (WPEC), under 
the auspices of the Nuclear Energy Agency (NEA) Nuclear Science Committee (NSC), was 
established in 1989 to promote the exchange of information on nuclear data evaluations, 
validation and related topics. Its aim is also to provide a framework for co-operative 
activities among members of the major nuclear data evaluation projects. This framework 
includes the possible exchange of scientists in order to encourage co-operation. The WPEC 
determines common criteria for evaluated nuclear data files with a view to assessing and 
improving the quality and completeness of evaluated data.  

This Working Party is organised by the NEA in close co-operation with several parties such 
as the Russian Evaluated Neutron Data Library (BROND), the Evaluated Nuclear Data File 
(ENDF, United States), the Japanese Evaluated Nuclear Data Library (JENDL), the Joint 
Evaluated Fission and Fusion File (JEFF) (with other NEA Data Bank member countries) 
and the Chinese Evaluated Nuclear Data Library (CENDL) through the Nuclear Data 
Section of the International Atomic Energy Agency (IAEA). 

This report gives an overview of the activities undertaken by WPEC Subgroup 44  
(SG-44) on covariances for general-purpose nuclear data libraries. The SG-44 has studied 
the state of the art in evaluation techniques for nuclear data covariances, methodologies for 
using integral experiments to generate and update covariance matrices, investigations into 
general cross-correlations between different isotopes and physics types, and data format 
extensions to accommodate advanced covariance data. An intercomparison study was also 
performed to draw conclusions on covariance generation and explore the possibility of 
application-independent covariance data. This report summarises those studies and draws 
conclusions for the future evaluation of covariance data for general-purpose data libraries.  
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Executive summary 

Knowledge of basic nuclear physics is fundamental to our ability to model, simulate and 
understand the operation of nuclear systems. State-of-the-art databases in this field contain 
uncertainties that reflect those of the experiments they are based on. These uncertainties 
are essential for characterising the level of certainty the community places on simulation 
results, but care must be taken to ensure these are not overly or unrealistically conservative. 
Laws of nuclear physics and inferences from integral experiments provide many 
correlations between physical properties that constrain the variances in nuclear data. When 
including the correlation terms, these are known as covariances. Covariances have been the 
subject of intense research over the past decade, with all major nuclear data libraries aiming 
to provide complete and well-founded covariances for all data they release.  

Due to the nature of experimental inference, covariances remain in some senses application 
specific, and the Nuclear Energy Agency (NEA) Working Party on International Nuclear 
Data Evaluation Co-operation (WPEC) launched its 44th Subgroup to review the state of 
the art in nuclear data covariance generation for general-purpose nuclear data libraries. The 
present report summarises their findings on the full range of input components to 
covariances, including the current methods for differential nuclear physics data evaluation, 
selection and application of integral experiments, creation of cross-physics and even cross-
isotope correlations, recommendations for data format extensions and the results of an 
intercomparison study of uncertainty correlations on challenge problems agreed by the 
subgroup participants. The primary recommendations include the need for detailed 
documentation and/or reproducible processes for the creation of covariances to ensure users 
and those that benefit from their analyses are fully informed of the applicability and 
limitations of simulation results. Specific recommendations were made to the NEA Expert 
Group on the Generalised Nuclear Data Structure (GNDS), which adopted these in 
version 2.0 of the format specifications published by the NEA.  
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1. Introduction 

The objective of the subgroup is to bring together the international covariance community 
to understand how the covariance data can be so different between the different evaluated 
nuclear data files (ENDF, JEFF, JENDL, CENDL, etc.) while the mean values (cross-
sections, nu-bar, etc.) are generally very similar. Many questions have emerged from the 
groups applying covariance data for analysis, such as the NEA Working Party on Nuclear 
Criticality Safety (WPNCS) Expert Group on Uncertainty Analysis for Criticality Safety 
Assessment (UACSA), on how the use of different covariance libraries (e.g. ENDF, JEFF, 
JENDL) affects uncertainty quantification and similarity assessment. Further, significant 
differences in covariance libraries lead to differences in the adjustment of parameters for 
fast reactors, which is an important topic for the NEA WPEC Subgroup (SG-39). 

The Collaborative International Evaluated Library Organisation (CIELO) Pilot Project, 
WPEC SG-40, established an international effort of nuclear data evaluators from different 
nuclear data projects to provide nuclear data evaluations that may be consistently accepted 
by all major nuclear data projects. This work certainly drove progress in minimising 
disagreement in the mean values (cross-sections, nu-bar, etc.) between nuclear data 
libraries. However, as that project came to a close, there had not been a concentrated effort 
to provide consistent covariance evaluations across nuclear data libraries. The maturity of 
the nuclear data evaluation process was such, at the time, that an international collaboration 
on cross-section covariance evaluation methodologies was warranted. 

This subgroup was tasked with the goal of investigating covariance data for a broad range 
of system types, not just fast reactors, as was the focus of WPEC SG-39. This subgroup 
leveraged the work of previous subgroups that had investigated the generation of 
covariance data for specific physical regions, including WPEC SG-24 and SG-36, which 
had focused on evaluations of the fast neutron region and the resolved resonance region, as 
well as WPEC SG-42, which had focused on the evaluation and covariance generation for 
thermal scattering. This subgroup focused its attention on providing guidance to the 
international community on methods for systematic and consistent evaluation of covariance 
data for the whole energy range, paying special attention to energy domain interface 
(resolved resonance/unresolved resonance/continuum). The group also delivered examples 
of the application of the proposed methodology on a few selected isotopes. The ultimate 
goal of the subgroup was to provide an overview of best practices to generate more 
consistent covariance data sets. 
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2. Main evaluation and techniques 

2.1. Overview of the methodologies 

Since the beginning of nuclear physics and related applications, having nuclear data based 
on available experiments complemented with knowledge of theoretical nuclear physics was 
mandatory. The evaluation of these data is still based on the same philosophy: a synthesis 
of knowledge coming from nuclear reaction models, differential measurements as well as 
integral measurements.  

The main evaluation techniques and the related uncertainty work can be separated in three 
major kinds of activities: 

• using nuclear reaction models and experiments as a guide for the nuclear data 
evaluation: thus uncertainty evaluation is typically a propagation of prior 
knowledge on nuclear reaction parameters to calculated nuclear data (forward 
propagation); 

• giving greater weight to experimental results (standards), where uncertainty 
evaluation is mainly a transmission of experimental uncertainties to a function 
representing the nuclear data; 

• using both nuclear reaction models and experimental information with a Bayesian 
inference procedure where the uncertainty evaluation consists in a mix of prior 
model knowledge and experimental uncertainties and propagate the results to 
nuclear data. 

One should keep in mind that even though these activities seem quite different, they have 
common problems to solve: the estimation of proper prior model uncertainties and the 
importance of taking into account nuclear model deficiencies, experimental uncertainty 
evaluation that should take into account all sources of uncertainties (electronic counts, 
background reduction, calibration, detector efficiencies…) and the necessity of finding a 
proper mathematical description. 

A general mathematical description of our problem is to evaluate the following probability 
density function: 

𝑝𝑝(𝜎⃗𝜎|𝑦⃗𝑦, 𝑡𝑡, 𝑒𝑒,𝑈𝑈) 
which is the probability density of the nuclear data (referred to as 𝜎⃗𝜎) knowing experimental 
data (referred to as 𝑦⃗𝑦), models (referred to as 𝑡𝑡), deficiencies (referred to as 𝑒𝑒), see (Leeb et 
al., 2008; Schnabel, 2015) and prior knowledge (referred to as U). The main differences 
between the evaluation techniques are focused on the choices of 𝑡𝑡, 𝑒𝑒 and U as well as the 
mathematical methods used to estimate this probability density function. Here 𝑦⃗𝑦 can be 
both microscopic experiments (time-of-flight measurements) or integral experiments. 

Favouring nuclear reaction models is to choose 𝜎⃗𝜎~𝑡𝑡 where 𝑡𝑡 is a nuclear reaction model 
used without direct fitting of experimental information. Sometimes the prior knowledge U 
is chosen uninformative in this framework. The values taken by 𝑡𝑡 can be changed to be 
compatible with 𝑦⃗𝑦, but no explicit adjustment is made. 

Favouring experimental results is to choose 𝜎⃗𝜎~𝑡𝑡 where 𝑡𝑡 is a parameterised function with 
no physical meaning where the experimental information is taken into account via an 
adjustment of this function on measurements. 
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Bayesian inference is a mathematical method that tries to take advantage of both 
experimental and theoretical knowledge and potential deficiencies. Evaluation of 𝜎⃗𝜎 is made 
through a rigorous mathematical process based on solving the following equation:  

𝑝𝑝(𝜎⃗𝜎|𝑦⃗𝑦, 𝑡𝑡, 𝑒𝑒,𝑈𝑈) ∝ 𝑝𝑝(𝑡𝑡|𝑈𝑈) × 𝑝𝑝(𝑦⃗𝑦|𝑡𝑡, 𝑒𝑒,𝑈𝑈) 

where 𝑡𝑡 is a nuclear reaction model whose a priori knowledge is uncorrelated with 
experiment 𝑦⃗𝑦 and deficiencies 𝑒𝑒. 𝑝𝑝(𝑦⃗𝑦|𝑡𝑡, 𝑒𝑒,𝑈𝑈) is referred in the community as the likelihood.   

Various possibilities are proposed by the evaluator for solving this equation. Deterministic 
solutions where a multivariate assumption is made for all probability density functions 
associated with numerical approximations (neglecting second orders) were traditionally 
used in the evaluation of cross-section in the resonance range for SAMMY code (Larson, 
2008), for REFIT (Moxon et al., 2010), and for CONRAD (Archier et al., 2014a), even 
though these were recently used as well in the higher energy range (Archier et al., 2014b) 
on a full energy range sodium evaluation. It consists of finding the minimum of a cost 
function (a generalised chi-square) that contains the a priori information and the theoretical 
to experimental deviation. For example, if the model 𝑡𝑡 contains parameters 𝑥⃗𝑥 to be adjusted 
on experiment 𝑦⃗𝑦, the cost function can be the following:  

( ) ( )mx
T

mGLS xxMxx 
−− −12 =χ ( ) ( )tyMty y

T 
−−+ −1  

Where 𝑥⃗𝑥𝑚𝑚   is the prior values of the parameters and Mx the associated covariance matrix 
and My the experimental covariance matrix (de Saint Jean et al., 2018) for simple 
mathematical explanations. 𝑦⃗𝑦 can still be both microscopic experiments (time-of-flight 
measurements) or integral experiments. For the latter, the model 𝑡𝑡 is related to additional 
neutronic calculations with transport code (deterministic codes or Monte Carlo codes) 
(e.g. Palmiotti et al., 2011; de Saint Jean et al., 2010; Rochman et al., 2019). 

Monte Carlo solutions were recently developed allowing a more appropriate framework for 
this kind of problem (Capote and Smith, 2008; Koning, 2015; de Saint Jean, 2017 for 
examples and mathematical descriptions). Weighting methods where a priori information 
is sampled and weighted by the likelihood allowing the evaluation of the expectations and 
the moments of the posterior distribution were originally proposed (Capote and Smith, 
2008). For example, keeping the same notations, one can calculate expectation value for 
parameters as: 

 

 

 

Where k runs over the sampled prior distribution and L is the likelihood value calculated 
for each realisation k of 𝑥⃗𝑥 .  

The use of weights Lk is the major draw-back of this classical BMC method: if the prior 
value is far from high likelihood values and/or by nature, Lk could be dramatically small 
and the algorithm will have difficulties converging because sampled covered phase space 
is not favourable. In principle, and idealistically, one should sample with a trial function 
close to the posterior distribution (Koning, 2015; de Saint Jean et al., 2017). It is worth 
pointing out that this kind of algorithm will provide an expectation of the first two moments 
of the posterior probability density function but not the distribution itself. To obtain the 
final distribution, Markov Chain Monte Carlo based Bayesian inference was proposed 
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to the ingredient used in the process such as the type of prior distribution (informative, non-
informative, Gaussian, log-normal…). 

Before going into details in the following chapters, we must emphasise the importance of 
having proper documentation and descriptions for all ingredients involved in the 
uncertainty evaluations process: experimental descriptions for all uncertainties, theoretical 
models used, mathematical methods and the related assumptions (on PDFs) or 
approximations.   

A first issue addressed by the exposed methodologies is the proper treatment of 
experimental data, especially systematic uncertainties. It is a long-standing problem which 
faces two major difficulties. First, the lack of experimental description, especially for older 
experiments, demands additional work for the evaluator to assess the level of these 
uncertainties (see dedicated chapter in this document). Second, this lack of experimental 
description raises some additional problems during the adjustment process, including issues 
such as the proper treatment of systematic uncertainties (Fröhner, 2003; Leeb et al., 2008; 
de Saint Jean et al., 2009; Habert et al., 2010; Neudecker et al., 2012). 

The use of integral experiments for the uncertainty estimation will be discussed, with an 
emphasis on cross-correlations. 

In addition, Monte Carlo solutions give rise to questions on the uncertainty representations, 
which can be covariance matrices and/or sampled distributions (sampled files). This is not 
a simple matter, as using covariance matrices is fast but with Gaussian assumptions and 
using sampled distributions can be considered as reference. The question of the size of the 
sample is very complex as the result can be very different as a function of the applications 
and its sensitivity to different nuclear data. For example, one can understand that a 
relatively low number of files can be used to represent nu-bar distributions and calculate 
the impact on a keff of a critical assembly. On the contrary, if the reactor physicist is looking 
to reaction rates in a special location in the core, one can understand as well that a different 
number of files should be used for angular distributions or for some inelastic cross-sections 
in that case. 

2.2. Automatic selection and interpretation of EXFOR 

Ideally, the full experimental covariance matrix, Cexp, including all inter-experiment 
correlations (normalisation and shared features between experiments) and intra-experiment 
correlations (target thickness, beam strength, detector calibration, etc.), would be available 
directly in EXFOR. This is, however, not the case, and an analysis of experimental data 
results, investigating inter- and intra-experiment uncertainties and correlations as outlined 
above, is desirable. However, for large scale nuclear data evaluations, such as the TALYS-
based Evaluated Nuclear Data Library (TENDL), where a detailed analysis of individual 
error components of different experiments is not possible, automatic procedures for treating 
the information available in EXFOR is necessary. For recent versions of TENDL (Koning 
et al., 2019) this procedure is based on three main components:  

• A statistical verification and validation of the EXFOR database (NEA, 2017), 
where quality flags are assigned to different experiments that are either accepted or 
rejected. The method is based on a comparison between experimental data and 
existing nuclear data libraries.   

• An assumption of very strong intra-experiment correlations (Koning, 2015). This 
is obtained by letting each experiment have the same weight when calculating chi-
square, independent of the number of experimental data points in this specific 
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experiment. The procedure does not make full use of the available information in 
EXFOR on the type of uncertainty (random or systematic).   

• Using the entire EXFOR database and TALYS default calculations, to estimate 
TALYS default uncertainties. This can subsequently be used to create pseudo-
experimental data (Koning, 2015; Koning et al., 2019).  

The TENDL production is an example where automatic methods are used to interpret the 
entire EXFOR database to produce a full evaluation for all nuclides using a set of 
assumptions. Is should be noted, however, that the TENDL evaluation is complemented in 
some cases by manual selection of experimental information (Koning et al., 2019).  

Another attempt for automatic interpretation of EXFOR was proposed by researchers at the 
University of Uppsala (Helgesson et al., 2017a). Here, the full experimental covariance 
matrix, Cexp, was constructed for specific isotopes. Some of the information for building 
Cexp is available in EXFOR and in the XC4 format; however, the information is not 
complete, and a set of rules was constructed to automatically interpret EXFOR. The 
overarching idea for the rules is to penalise experiments with unrealistic or badly reported 
uncertainty. The work showed that, given a set of assumptions dictated in the rules, Cexp 
could be constructed, which could subsequently be used in the nuclear data evaluation. The 
work also contained sensitivity studies of the assumptions, and it was found that nuclear 
data applications were only weakly affected by many of the assumptions. In contrast, some 
of the assumptions had substantial effects on the investigated applications. The simplified 
version of the rule-based approach for building Cexp has subsequently been integrated into 
a prototype pipeline for ND-evaluation and production of an example evaluation of 56Fe 
(Schnabel et al., 2021). A set of less elaborate rules has been applied when interpreting the 
EXFOR database (Schnabel, 2015). In other approaches (Helgesson et al., 2017a), a similar 
but slightly different method to what is applied for TENDL (NEA, 2017) for rejecting 
experiments was also applied. It was found that the resulting nuclear data evaluation and 
its impact on the application were particularly sensitive to the choice of rejection criteria.   

It is clear from the above examples that there is no consistent way to automatically interpret 
the EXFOR database. The choices and assumptions made when constructing the different 
evaluation system will significantly affect the final evaluation and the associated 
covariance file. Therefore, the proposed subgroup on developing an automatically readable, 
comprehensive and curated experimental reaction database could significantly streamline 
the automatic interpretation of experimental data and provide quality assurance.  

The selection criteria described in this section are based on the deviation between 
theory/evaluations and experiments. Ideally, the selection criteria should also/instead be 
based on intercomparison between experimental datasets (NEA, 2017; Helgesson et al., 
2017a). In addition, the proposed and used methods are binary (accept/reject) and, ideally, 
a selection mechanism should be used that can gradually reweight the importance of 
different experiments, depending on their agreement with other experiments. This is 
addressed in the subsequent section.     

2.3. Handling of discrepant data sets 

When retrieving data from EXFOR, the data sets are often discrepant. Even after a detailed 
analysis of experimental data as outlined in 3a, data might still be inconsistent due to hidden 
error components/Unrecognised Sources of Uncertainties (USU) (Capote et al., 2020). The 
USU are the unexplainable differences between datasets after a careful analysis of the 
experimental data. For more automatic treatment of experimental data, as reported in the 
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previous section, the existence of USU can also be due to failure to include all uncertainty 
components reported in the experiment in the EXFOR database in a consistent way.   

USU lead to an erroneous experimental covariance matrix, which in turn can severely affect 
the evaluated covariance (Helgesson et al., 2018) or as stated by Capote et al. (2020) “if 
one neglects adding obviously necessary contributions from USU to uncertainties of input 
data the evaluated uncertainties will be underestimated, in turn, adversely impacting 
application calculations”. There is therefore a strong motivation for treating USU. 

The sources of USU can be “unrecognised uncertainty across many data sets due to using 
the same methods”, “Missing cross-correlations between experimental data” or “Missing 
uncertainty sources for single experimental data sets” (Neudecker et al., 2018). Treating 
USU means estimating the magnitude of the USU and possible correlations between the 
USU, and from this constructing an extra covariance matrix, Cusu, which is added to the 
Cexp from the recognised sources of uncertainties.   

There are several ways to treat USU as outlined by Capote et al. (2020). SG-44 has 
particularly highlighted the maximum/marginal likelihood estimation/optimisation (MLO) 
(Schnabel, 2017; Sjöstrand and Schnabel, 2019; Capote et al., 2020) and the so-called 
“Physical Uncertainty Bounds” (PUBs) (Vaughan and Preston, 2015; Neudecker et al., 
2018; Capote et al., 2020).  

The PUB method effectively gives clues to understand discrepant data sets. The MLO 
method finds the most likely Cusu given the experimental data. The MLO is based on an 
inter- and intra-comparison between experiments. This is in line with what was 
recommended in recent reviews (NEA, 2017; Helgesson et al., 2017a) and outlined in the 
previous section. Large uncertainties are added to data points that deviate from the majority 
of experiments. This results in a “soft” rejection of outliers. This is also perceived as a 
strength of the method since it is not binary and other methods for rejection of data can be 
abandoned. Normally, some structure of the Cusu must be assumed (Capote et al., 2020). In 
the example evaluation generated by Schnabel, systematic intra-experiment uncertainties 
were assumed but no inter-experiment uncertainties. It is typically argued that inter-
experiment uncertainties should be assigned based on the type of experiment. The method 
can be employed both when the nuclear data PDF is reported in a covariance file as well as 
if the nuclear data PDF is reported using random files. It can both be used for differential 
data as well as integral data (Siefman, 2019; Sjöstrand and Schnabel, 2019). The method 
can also incorporate prior information on the magnitude of the USU. The data-driven nature 
of the MLO makes it particularly suited to be employed for automatic ND evaluations and 
it is hence also integrated into a prototype pipeline for nuclear data evaluation.  

There is a wealth of literature in the scientific community outside the nuclear data (ND) 
community on handling discrepant data and outliers. SG-44 has explored a few options and 
can conclude that there is a need to treat discrepant data and USU and that the choice of 
assumptions will affect the resulting evaluated covariance. Hence, the recommendation 
outlined by Capote et al. (2020) should be followed when constructing methods for treating 
USU: “As few arbitrary assumptions as possible should be involved” and “well-defined, 
transparent mathematical algorithms should be employed” so that the procedures involved 
“deliver results that could be replicated by a future evaluator”. 
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3. Use of integral experimental data 

Integral experiments are essential for the validation of nuclear data libraries for practical 
applications. Currently, in the international nuclear data community, critical integral 
experiments in particular are heavily used in the validation process. There is almost 
universal agreement and desire for more kinds of integral (and semi-integral) experiments 
to be included in the validation process. WPEC Subgroup 47 is working on bringing forth 
a wider use of shielding and transmission experiments. There is also increased support for 
incorporating validation data from commercial power reactors. While both of these 
directions are supported by this subgroup, fully adopting these new sources of validation 
data will take time. 

There is a wide spectrum of views in this subgroup and in the international nuclear data 
community on how validation data, in particular critical integral experiments, influence the 
final product of the evaluated nuclear data libraries. Some argue that the validation data 
have no influence on the evaluated nuclear data and only serve as a final check. Others are 
of the view that nuclear data evaluators are influenced by the results of the validation checks 
before the final evaluation is submitted to the nuclear data library. There are also many 
views on how the evaluators use this knowledge. Some argue that it is acceptable for 
nuclear data evaluators to check the performance of trial versions of their evaluation on 
some subset of the validation suite, while others see rejection of trial versions of isotope 
evaluation due to poor performance in integral tests as assimilation of information from 
integral experiments. There is also a view that integral data could or should be used right 
away by the evaluators to produce the best possible evaluation, which simultaneously 
satisfies both differential and integral measurements (Bauge and Rochman, 2018; de Saint 
Jean et al., 2015; de Saint Jean et al., 2018; Rochman et al., 2017) for the use of integral 
experiment for covariance estimation. Further, the boundary between differential 
measurements, thick-sample transmission measurements, semi-integral measurements, 
single-material shielding measurements and integral measurements is not universally 
defined. This is true with respect to the mean values of the evaluation.  

On the other hand, there is almost universal agreement that the evaluation of nuclear data 
uncertainty in the current nuclear data libraries is based only on the uncertainty in the 
differential data. This was reflected by the statement released with the ENDF/B-VIII.0 
library: 

• The covariance data in the ENDF evaluations represent uncertainties and 
correlations in differential data. 

• The use of this covariance to calculate uncertainties for integral quantities such as 
keff will usually result in an overestimation of the uncertainty. That said, 
comparisons with integral data are essential during the evaluation process and users 
should not be surprised if the mean value nuclear data allow for the accurate 
prediction of keff, even if the covariances do not reflect this consideration. 

• The recommended methodology to overcome this problem is to adjust the 
covariance to add information from a set of integral data that represents the physics 
of the system for which the adjusted covariance will be used. 

• More information on this topic is available at: www.oecd-
nea.org/download/wpec/sg33/. 

http://www.oecd-nea.org/download/wpec/sg33/
http://www.oecd-nea.org/download/wpec/sg33/
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• The US DOE Cross Section Evaluation Working Group (CSEWG) is currently 
studying the best covariance representation for future releases. 

This subgroup could not come to a consensus on a recommendation on the proper use of 
integral experiments in nuclear data evaluations, although the debates were robust. A new 
subgroup was opened under the auspices of the WPEC, Subgroup 49, which will, as part 
of its mandate, explore this issue. One of the current proposals is to have several parallel 
nuclear data libraries with a different degree of assimilation of information from integral 
experiments. For example, there could be a library which is solely based, for mean values 
and covariances, on differential measurements, and a library which is systematically 
adjusted for a wide (although specified) range of applications based on the coverage of 
integral experiments. 

As can be seen from the ENDF-covariance disclaimer above, currently the evaluated 
nuclear data libraries are somewhere between the two extremes considered by  
Subgroup 49. For some members of this subgroup, the practice of the “comparisons to 
integral data” during the evaluation process brings up the question of consistency between 
the mean values and their associated covariance. While some argue that the covariances 
can be reconciled with the mean values by the systematic assimilation of integral data, 
others say that the prior covariance going into this assimilation is already inconsistent. 

In contrast, there was near universal agreement in this subgroup that any use of integral 
experiments in the evaluation process is rarely documented in current practice. While this 
subgroup cannot recommend whether, or how, integral experiments should be used in the 
evaluation process, it does strongly recommend that any use of integral experiments be 
documented in the evaluation publication. It recommends journal editors to demand from 
authors documentation on the use of integral experiments with the following details. 

There should be documentation of which integral experiments were considered by the 
evaluator prior to the submission to the library for testing, regardless of how the integral 
information was used. Examples include, but are not limited to: 

• integral experiments used in the validation of a nuclear data library which have 
motivated a new or re- evaluation of an isotope, reaction or energy region; 

• integral experiments used by the evaluator for testing and/or rejecting several trial 
versions of evaluations; 

• integral experiments used by the evaluator for systematic or non-systematic 
adjustment of evaluations. 

Furthermore, integral experiment evaluation revisions should be documented along with 
input-deck sources, computer codes and any corrections or adjustments to integral 
evaluations. 

It is also important to clearly document how the integral experiments were used, even if 
they were used only to reject poorly performing trial evaluations. Ideally, if used by 
individual evaluators, integral experiments should be used in a systematic procedure that 
is reproducible. Reproducibility will be one of the major themes of Subgroup 49. However, 
any use needs to be documented and transparent to allow for a full understanding and 
appreciation of what was done to produce the nuclear data evaluation. 

3.1. Other probability distributions for uncertainties 

A long-standing problem in nuclear data covariance is the assumption of Gaussian 
distribution for inherently positive quantities. Currently, the Gaussian distribution is used 
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exclusively to communicate nuclear data uncertainty information in the ENDF-6 format. 
While propagation of uncertainty through linear (or linearised systems) under the Gaussian 
assumption is mathematically convenient, problems arise for random sampling. Nuclear 
data quantities with large uncertainties, for example 40%, have a significant probability of 
being sampled as a negative value. This, of course, does not make physical sense and is 
difficult to handle for simulation codes. 

The new Generalised Nuclear Data Structure (GNDS) format (NEA, 2020b), the subject of 
the WPEC Expert Group on GNDS, allows the evaluator to define different probability 
distributions. However, a universal prescription for the fix-up for covariance evaluations 
already described as Gaussian in the library but with a large uncertainty has not been 
established and different practitioners correct for this in different ways. Below, several 
common fixes are summarised and their advantages and disadvantages described based on 
the report of Sébastien Lahaye at the 2017 Covariance Workshop, entitled “Choice of 
positive distribution law for nuclear data” (Lahaye, 2018). 

3.1.1 Truncated Gaussian 
A truncated Gaussian is achieved simply by sampling the original Gaussian distribution as 
defined by the mean and variance (covariance) but rejecting any negative samples. This is 
perhaps the most common fix; however, it must be recognised that the mean and variance 
of the resulting distribution are no longer the same as that of the original. For a decreasing 
ratio of the mean to the standard deviation of the original distribution, the mean of the new 
distribution will be larger and the variance smaller than that of the original. On the other 
hand, the behaviour of the positive tail of the distribution will be most similar to that of the 
original from all of the other fix-up alternatives listed below.  

3.1.2 Fitted Gaussian 
A fitted Gaussian is also truncated at zero by rejecting samples below zero. However, for 
this distribution, sampling is done not from a Gaussian with the original mean and variance 
as listed in the nuclear data file but from a lower mean and larger variance, such that the 
resulting distribution, which lacks values below zero, will have a mean and variance of that 
listed in the evaluated file. This approach has the advantage that the first two moments of 
the distribution are preserved. However, the behaviour of the distribution can be notably 
different at the peak for low values of the ratio of mean-to-standard deviation. 

3.1.3 Log-normal 
The log-normal distribution follows from the maximum-entropy principle for inherently 
positive quantities. The log-normal distribution can be established with the same mean and 
variance as the original and will guarantee only positive samples. However, the behaviour 
of the peak and tail of the distribution will be most different for low mean-to-standard 
deviation ratios from the other options listed above. 

The most pressing issue is that when such cases occur in evaluated nuclear data libraries, 
it is unclear which distribution was the intent of the evaluator. Therefore, this subgroup 
recommends that the evaluators make sure that sampling from the evaluated covariance 
data does not result in negative samples too often. While we hesitate to provide a precise 
prescription for too often, we simply encourage the evaluators to define a fix-up 
prescription for the users on how negative samples should be handled.  
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3.1.4 Random files 
One alternative to providing covariance data and defining a distribution is to provide many 
realisations/samples of evaluated files. This is an attractive alternative, especially when the 
parameter uncertainties are so large that propagation of uncertainty is not linear. The 
number of random files used to provide sufficient coverage has been about 1 000. However, 
when cross-isotope correlations are available, random realisations of entire libraries rather 
than only single isotope evaluations should be provided. 

3.2. Non-Gaussian distributions within GNDS 

Covariance matrices generally imply that uncertainties are Gaussian-distributed. This 
assumption is problematic for nuclear data, however, since quantities like cross-sections, 
average multiplicities and probability distributions for outgoing energy and angle are 
constrained to be non-negative. A normal distribution can easily produce negative samples, 
especially if the mean is small and the variance large. 

Users of nuclear data covariances have come up with various strategies to deal with this 
problem. Some simple strategies include:  

• truncating realisations to remove unphysical negative values; and 

• generating many random realisations and then keeping only those samples that 
avoid unphysical negative values.  

These approaches are not ideal, however. They may require drawing very many samples 
(especially for large covariance matrices when cross-terms between many different 
reactions are present), and they introduce a bias in sampling. 

Another frequently-discussed option is to move away from the assumption of Gaussian-
distributed covariances in favour of intrinsically positive probability distributions such as 
log-normal. Log-normal pdfs have the advantage of ensuring that all samples remain 
positive, but they require that some basic assumptions about covariances be revisited. For 
example, it has been demonstrated that log-normal covariance matrices can be used to 
sample resonance parameters even when the relative uncertainties grow large, but also that 
samples converge very slowly if especially large relative uncertainties are present 
(Žerovnik et al., 2015). 

Version 1.9 of GNDS format (NEA, 2020b) supports storing log-normal uncertainties and 
covariances, although the option has yet to be exercised in current evaluations. 

3.3. Validation of nuclear data uncertainties via “Physical Uncertainty Boundsˮ 

The previous sections deal with how evaluated uncertainties can be propagated to integral 
experiments to yield uncertainties on application calculations stemming from nuclear data. 
However, these application calculation-related uncertainties can only be realistic if the 
input nuclear data covariances are reliable as well. 

Of course, a covariance matrix is not a physical quantity in itself that can be right or wrong. 
However, it can definitely be realistic, under- or over-estimated given the information that 
was used for the evaluation. If, for instance, three experimental data sets of an uncertainty 
in the range of 1–5% covering the whole energy range are used as the sole input for an 
evaluation, an evaluated uncertainty below 0.01% or above 100% would be clearly 
identified as unrealistic. 
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Very few methods are used in the field of nuclear data evaluation to routinely assess the 
reliability of uncertainties given in our libraries. They are usually based on expert 
judgement. One obvious example to validate nuclear data uncertainties is the following: If 
a quantity, A, is measured in most cases relative to a specific Neutron Data Standards 
observable (Carlson et al., 2018), B, then the evaluated uncertainties of A are expected to 
be larger than the uncertainties of B.  

However, more formalised mathematical procedures exist to validate nuclear data 
uncertainties based on the information actually used for the evaluation. One method that 
can be used to this end is the “Physical Uncertainty Bounds” (PUBs) method. Vaughan and 
Preston (Vaughan and Preston, 2015) developed this method to yield (a) upper bounds on 
the uncertainties of integrated systems/observables, and (b) functional forms of these 
observables obeying these bounds and basic physics considerations. The original method 
was applied to many areas in physics including, but not limited to, plasma fusion reactions, 
material damage or strength. Part (a) of this method was modified such that it allows to 
validate nuclear data uncertainties obtained primarily on a statistical analysis of 
experimental data (Neudecker et al., 2020; Capote et al., 2020). The main steps in applying 
this procedure are summarised below. Also, an example is shown by applying it to 
validating ENDF/B-VIII.0 versus ENDF/B-VII.1 average 239Pu(n,f) prompt neutron 
multiplicities, 239Pu <νp>, in the incident-neutron energy range from 0.1 to 20 MeV. 

The PUBs method, as applied here to validate evaluated uncertainties obtained from a 
statistical analysis of experimental data, comprises the following steps:  

• The independent physics sub-processes pertinent to each specific class of 
measurement of this observable are identified. Care must be taken to identify truly 
independent physics sub-processes. If correlations exist between them (e.g. 
between multiple scattering and attenuation correction procedures that both rely on 
the same neutron transport codes and underlying data), these sub-processes should 
be grouped into one.   

• Sensitivity studies should be performed to investigate which of these sub-processes 
yield non-negligible uncertainty-contributions to the total bounds. If even an 
extreme variation in one physics sub-process has an insignificant impact on the 
final observable, the dimensionality of the problem can be reduced. 

• Minimal realistic and conservative bounds are estimated for each sub-process as 
related to the observable of interest. These bounds are based on often multiple, 
reliable experimental data sets, numerical data from first principles, or fundamental 
theory.  

• A functional form relating the observable with each sub-process is quantified, 
guided by physics constrains, experimental data and numerical data. These 
functional forms can inform the shape of correlation matrices related to the bounds 
of each sub-process. Together, these uncertainties and correlation shapes yield 
minimal realistic and conservative covariances for each sub-process. 

• The independent minimal realistic and conservative covariance for each sub-
process is summed up in quadrature to two total covariances. 

It is key for this analysis that the information used for the validation of uncertainties be as 
similar as possible to that used for the evaluation. If a certain set of experimental data was 
used for an evaluation, the same set should be used, if known, for the validation.  

Reliable evaluated variances are expected to be within the uncertainty range spanned by 
minimal realistic or conservative bounds. If the evaluated uncertainties are smaller than the 
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minimal realistic bounds, they are likely underestimated. If they are larger than the 
conservative bounds, they are likely overestimated.  

In the following example, PUBs are applied to investigate whether the 239Pu <νp> 
uncertainties from the US nuclear data libraries ENDF/B-VII.1 (Chadwick et al., 2011) are 
more or less realistic than those from ENDF/B-VIII.0 (Brown et al., 2018). This particular 
example was chosen because the associated uncertainties change distinctly from ENDF/B-
VII.1 to ENDF/B-VIII.0, as can be seen from Figure 3.1. To be more specific, ENDF/B-
VIII.0 uncertainties are systematically larger for all incident-neutron energies compared to 
their ENDF/B-VII.1 counterparts. This distinct change in the evaluated 239Pu <νp> 
uncertainties has important implications for application calculations. Uncertainties in 
Jezebel keff due to those of 239Pu <νp> nearly tripled from ENDF/B-VII.1 to ENDF/B-VIII.0 
from 81 to 240 pcm (Chadwick et al., 2018; NEA, 2019b). While 81 pcm are less than one-
third of a dollar (270 pcm) in Pu systems, ENDF/B-VIII.0 indicates that we do not 
understand this observable accurately enough to predict keff of Jezebel within more than 
85% of a dollar. This result might imply that we need to undertake new evaluation and, 
possibly, experimental efforts to decrease the 239Pu <νp> uncertainties.  

One major problem of this analysis was that it was not know which data sets were used for 
the evaluations. Hence, all data sets that are available for the 239Pu <νp> in EXFOR were 
analysed. A total of 26 out of these 30 experiments were used as input for the PUBs 
analysis. These were the experimental data either partially in the energy range of interest 
or correlated to one of those measurements. Only a subset of these 26 data sets provided 
information on the relevant physics sub-processes. In addition, information was taken from 
other sources (Capote et al., 2020; Boldeman and Fréhaut, 1980; Lovell et al., 2020) to 
estimate bounds on the individual physics sub-processes. Thirteen independent sub-
processes were identified that contribute to uncertainties on 239Pu <νp> measurements: 
background in the neutron detector, 252Cf standard, corrections for false fission events, 
correction for anisotropic fission fragment emission, multiple scattering corrections, 
counting statistics, energy resolution, differences in the prompt fission neutron spectra 
entering the neutron detector efficiency calculations, delayed gammas causing a 
background, foil thickness, dead-time, impurities in the sample and displacement of fission 
sample. Of these 13 sub-processes, the last 5 contribute only little to the uncertainty budget 
with uncertainties in the range of 0.01–0.15%. The other uncertainty sources must be 
accounted for in an uncertainty estimate of these types of measurements. Nonetheless, 
minimal realistic and conservative PUBs bounds were estimated for each of those 13 sub-
processes along with shapes of associated correlation matrices. The total minimal realistic 
and conservative PUBs uncertainties in Figure 3.1. are then obtained by summing the 
respective bounds of all independent sub-processes in quadrature. This result is based only 
on experimental information as, in the particular energy range chosen, the ENDF/B-VII.1 
and ENDF/B-VIII.0 evaluations are mainly based on experimental data.  
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Figure 3.1. The minimal realistic and conservative 239Pu <νp> PUB uncertainties  
compared to their ENDF/B-VII.1 and ENDF/B-VIII.0 counterparts 

 
Source: LANL, 2021. 

The PUBs results in Figure 3.1. indicate that ENDF/B-VII.1 239Pu <νp> uncertainties are 
underestimated below 10 MeV. The increase of evaluated uncertainties for ENDF/B-VIII.0 
was indeed justified. However, even these seem unrealistically low below 1 MeV and low 
from 1–10 MeV compared to minimal realistic and conservative PUBs uncertainties. 

3.4. Available integral experiment correlation data 

Two main sources of integral experimental benchmarks to validate nuclear data are the 
International Criticality Safety Benchmark Evaluation Project (ICSBEP) (NEA, 2019a) 
and International Reactor Physics Evaluation (IRPhE) Project (NEA, 2019c). Correlation 
data between the benchmark model uncertainties is limited; 94 cases, or ~2% of the nearly 
5 000 ICSBEP cases, have numerical correlation (Ivanova et al., 2003) data that are 
retrievable via the Database for ICSBEP (DICE) (Hill et al., 2013). In addition to 
quantitative correlation data, many evaluations provide a binary qualitative indicator of 
other evaluations that are correlated, indicating whether the same fuel or tank has been 
used. In DICE these qualitative correlations have assumed the property of transitivity. 

Figure 3.2. Example of quantitative (left) and qualitative (right) correlation coefficients  
in the NEA DICE database 

 
Source: NEA, 2021. 

In the reactor physics handbook, correlation coefficient data have been provided for the 
recent KRITZ-LWR-RESR-004 experimental benchmark on temperature reactivity 
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coefficients. In reactivity effect experiments, determining a correlation between two states 
is a prerequisite to accurately assessing the experimental benchmark reactivity. 

The final report of WPEC Subgroup 33 provided practical guidance and illustrative 
examples of determining and using experimental benchmark correlations in an adjustment 
process (NEA, 2013).  

3.4.1. Experimental error matrix 
The experimental error values of an integral parameter are usually given by the 
experimenters with the error components. However, the correlations between multiple 
integral parameters are rarely found in the experiment report; therefore, these correlation 
factors must be estimated from the available experimental information. The error 
component correlation method adopts the following three steps. 

Stage 1 - Classification of error components to either common or independent 
First, all related components of the experimental errors for “Data A” and “Data B” with 
quantitative values reported are listed, and each individual component identified either as 
a “common error (i.e. the correlation factor is 1.0) between Data A and B”, or an 
“independent error (i.e. the correlation factor is 0.0)”1..If an error component is judged as 
a mixture of common and independent errors, that is, the correlation factor is not considered 
as either 1.0 or 0.0, the error component must be divided into more detailed subcomponents 
until the error component becomes either a common or independent error. This 
classification requirement is difficult for the experimenters who evaluate the error 
components in their report, but today this kind of rigour is essential to retain full value of 
these experimental quantities. Recent experimental databases like the NEA ICSBEP and 
IRPhE handbooks now include such detailed experimental error evaluation due to the 
continuous efforts of the authors and reviewers. 

Stage 2 - Summation of common and independent errors 
Next, the common and independent errors, respectively, are summed by the statistical 
method, that is, the “square, sum and root” means to obtain each standard deviation, σTotal, 
the diagonal term of matrix. The statistical treatment is justified by the assumption that all 
error components have already been divided until there are no correlations between any 
error items in the measurement of an integral parameter. The total errors of Data A and B, 
that is, the diagonal term of error matrix, Ve, are the sum of squared common and 
independent errors. 

Stage 3 - Evaluation of correlation factor 
Finally, the correlation factor, non-diagonal term, of Data A and B is derived as the ratio 
of common errors to the total errors as the equation below. The “Stage 1 to 3” procedures 
must be repeated for all matrix elements to generate a full experimental error matrix as the 
input of adjustment exercise. It should be noted that the correlation factors between several  

  

                                                      
1.  The words “common” and “independent” adopted here are usually referred as “systematic” 

and “statistical”, respectively, in many experimental reporting literatures. However, the use 
of the former labels more clearly expresses the intention of this classification to evaluate their 
correlation factor for a specific pair of data in a large matrix than the latter labels. 
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sodium void reactivity measurements would be changed depending on the combination of 
void steps, even in the same experimental core, so that 

𝜌𝜌𝐴𝐴,𝐵𝐵 = ∑ 𝜎𝜎𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶,𝐴𝐴,𝑖𝑖×𝜎𝜎𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶,𝐵𝐵,𝑖𝑖𝑖𝑖
𝜎𝜎𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇,𝐴𝐴×𝜎𝜎𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇,𝐵𝐵

, 

 

where, the suffix i represents common error components between Data A and Data B. 
Examples can be found in previous WPEC Subgroup 33 reports (NEA, 2013). 

3.4.2. Template ICSBEP uncertainties and semi-automatic generation of within 
evaluation covariance 

The impact of integral experimental benchmark correlations on applications and nuclear 
data adjustment has not been extensively examined. Efforts in the area of integral 
experiment correlations have been relatively neglected when contrasted against the 
advances in nuclear data covariance between 2005 and 2020.  

With 4 800 ICSBEP cases lacking experimental correlations, a significant effort is required 
to fill in the remaining experimental correlation data. Unfortunately, in-depth knowledge 
of the experiment is required to determine if each component is shared or independent 
between cases; this information has often not been recorded in Section 2 of the ICSBEP 
evaluations and so judgements based on the recorded information can only assess the 
probability of being shard or not. 

To facilitate the assignment of experimental correlations a template was created (Jeong et 
al., 2017) to determine the correlation coefficient between cases within an evaluation. The 
tool is similar to a tool made for nuclear data uncertainties by Zerkin (Zerkin, 2012). To 
populate the template, the first step is to extract all of the ICSBEP Evaluation Sections 2 
and 3 uncertainties from the benchmark evaluations. Evaluations often provide detailed 
uncertainty estimates only for a subset of the cases, so ensuring correct matching between 
surrogate and individual cases is necessary. Furthermore, many evaluations do not have a 
simple summary table, so extracting the correct uncertainty values is non-trivial, requiring 
familiarity with ICSBEP evaluations and formats.  

With the list of all uncertainty components, the excel template can compute the sum of 
individual uncertainties in quadrature and compare it to the total uncertainty, flagging any 
large disagreements for examination.  

Next, the percentage variance that each uncertainty term contributes is computed and the 
most influential terms are identified. The template currently applies a criterion to identify 
the top contributing terms corresponding to at least 90% of the total variance; specifically, 
90% of the sum of the individual variances (rather than comparing to the previous section). 
Users then can decide whether these top contributors are shared between cases, allowing 
for the total shared uncertainty between the two cases to be computed. Currently the 
template allows only for covariances between cases within evaluations, although it is 
recognised that in the future, functionality for inter-evaluation case level correlations will 
be needed. 
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Figure 3.3. Template for ICSBEP uncertainties 

 
Source: NEA, 2021. 

Figure 3.4. Template for ICSBEP uncertainties (II) 

 
Source: NEA, 2021. 

3.4.3. Impact of integral covariance 
Using the TSURFER routine in SCALE-6.2 (Wieselquist et al., 2020) the impact of an 
experimental covariance matrix was analysed. The tests were simplistic studies running the 
code with and without experimental correlations and seeing the impact on 238U elastic and 
inelastic fast energy cross-section adjustments.  
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The input data for all the runs consisted of sensitivity profiles computed using the 238-
group ENDF/B-VII.0 library distributed with SCALE and the 44-energy group nuclear data 
covariance library. The C/E values were done with continuous energy KENO using the 
ENDF/B-VII.0 library as these calculated results had a lower uncertainty from modelling 
approximations. Results presented in the following sections comprise the standard 
available output from a TSURFER calculation. Adjustments were performed within an 
experimental series, i.e. running surfer for just LCT001 with and without correlations 
between cases, and for all LCT cases with and without correlation. 

Figure 3.5 shows the results for 238U inelastic and elastic cross-section in the fast energy 
region. It is informative to compare the proposed LCT adjustment with and without 
correlations. The result is significantly different, as the uncorrelated adjustments are a large 
40% increase for inelastic and a 40% decrease for elastic, while the correlated adjustments 
are a few percent and in the same direction. Clearly correlation coefficients have a large 
impact on any proposed adjustments, and need to be fully considered for any adjustment 
or optimisation method to provide feedback. 

Figure 3.5. Impact of integral experiment correlations on TSURFER proposed adjustments 
to 238U capture and inelastic cross-sections 

 
Source: NEA, 2021.  



NEA/NSC/R(2021)4 | 27 

INVESTIGATION OF COVARIANCE DATA IN GENERAL PURPOSE NUCLEAR DATA LIBRARIES  
  

4. Cross-correlations 

It is intuitive for the cross-section of all of the isotopes of an element to be correlated 
through the evaluation process as it is often the case that experimental measurements on 
natural samples are being evaluated. Therefore, the uncertainty information of the cross-
section of the individual isotopes is all tied together through the cross-isotope correlations 
established in the analysis methodology. The joint covariance matrix is often calculated by 
using the generalised linear least-squares (GLLS) updating technique implemented in 
SAMMY:  

𝑀𝑀′ = (𝑀𝑀−1 + 𝐺𝐺𝑡𝑡𝑉𝑉−1𝐺𝐺)−1, 
where 𝑀𝑀′ is the posterior covariance matrix, M is the prior covariance matrix, V is the 
covariance matrix for the experimental data being analysed, and G is the sensitivity matrix 
of the observable measured to the quantity being evaluated. The prior covariance matrix, 
M, may be block-diagonal with respect to the individual isotopes of the natural element. 
However, the posterior covariance matrix, M′, is a full matrix. 

A covariance matrix, including the cross-isotope covariances, is necessary to accurately 
reflect the state of knowledge of the cross-section simultaneously, both for the individual 
isotopes and for their combination in the calculation of the cross-section of the natural 
element. Only through reporting cross-isotope covariances can the evaluator accurately 
reflect the fact that the cross-section for the natural element (the sum of the individual 
isotopes) can be better known (i.e. it can have a smaller variance) than each of the cross-
sections of any of the individual isotopes. It follows that an experimental uncertainty in the 
order of 10% for a measurement of a natural sample does not imply that the cross-section 
for each of the individual isotopes is also known to approximately 10%. 

In this section, we provide a demonstration of the consequences of reporting the cross-
isotope correlations that are created by the evaluation of experimental data from natural 
isotopes. We consider the energy region of 30 to 45 eV for an experimental measurement 
of the capture cross-section using a natural gadolinium sample plotted in Figure 4.1. At 
first, we will only consider the effect of the statistical uncertainty on the experimental data. 
All of the systematic sources of uncertainty, such as uncertainties in the sample dimensions 
and experimental resolution function, are neglected in this demonstration. 

In the energy region under consideration, 30 to 45 eV, only the isotopes 155Gd, 156Gd and 
157Gd have observed resonances. The statistical uncertainty from the experimental data is 
propagated to uncertainty in determining the resonance parameters for those three isotopes 
assuming no prior knowledge. The upper triangular portion of the joint resonance 
parameter correlation matrix is presented in Figure 4.2. 

As argued above, due to resonance overlap between different isotopes, it is natural for 
correlations to arise between the resonance parameters of the three isotopes affecting the 
cross-section of the natural sample in this energy region. An error in the resonance 
parameters of one isotope will affect the certainty of the resonance parameters of the other 
isotopes. This is particularly evident in the appearance of the strong correlations in the 
upper left-hand corner of Figure 4.2, where the resonance parameters of 155Gd are 
correlated to the resonance parameters of 157Gd. 

  



28 | NEA/NSC/R(2021)4  

 INVESTIGATION OF COVARIANCE DATA IN GENERAL PURPOSE NUCLEAR DATA LIBRARIES  

 
  

Figure 4.1. Experimental capture cross-section measurement based on a natural gadolinium sample  

 
Source: ORNL, 2021. 

Note that data are plotted with one standard deviation error bars arising solely from statistical uncertainty. 

Figure 4.2. Upper triangular portion of the joint resonance parameter correlation matrix  
for resonances of 155Gd, 156Gd and 157Gd 

 
Source: ORNL, 2021. 

Note that incident energy is between 30 and 45 eV and the scale is shown in percent. 

Previously, however, cross-isotope correlations have not been reported in general-purpose 
nuclear data libraries. Figure 4.3 clearly demonstrates one of the consequences of 
neglecting the cross-isotope correlations. Figure 4.3 shows, in red, the relative uncertainty 
on the calculated cross-section that corresponds to the experimental measurement shown 
in Figure 4.1 as propagated from the full (with cross-isotope correlations) resonance 
parameter covariance matrix corresponding to Figure 4.2. The green curve in Figure 4.3 
corresponds to the propagated uncertainty from the resonance parameter covariance matrix 
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if the cross-isotope correlations are neglected; only the correlations within the red squares 
of the individual isotopes are considered. The variance on each of the resonance parameters 
remains the same. 

Figure 4.3. Relative uncertainty on the cross-section corresponding to Figure 4.1  
propagated from the resonance parameter covariance matrix  

 
Source: ORNL, 2021. 

Figure 4.3 shows that the systematic methodology of generalised linear least-squares results 
in a reasonable amount of uncertainty when the cross-isotope correlations are included. 
However, if the cross-isotope correlations are neglected, the propagated relative uncertainty 
jumps to rather large values at certain incident-neutron energies. In this case, it is evident 
that the cross-isotope correlations are such that the amount of uncertainty on the cross-
section of a natural sample is reduced compared to the propagated uncertainty if it is 
assumed that the individual isotopes are uncorrelated. 

Figure 4.4 shows the capture cross-section for the individual isotopes of gadolinium. 156Gd 
only has one observed resonance in the energy region of 30 to 45 eV. However, that 
resonance dominates the cross-section of the natural sample around 33 eV, as shown in 
Figure 4.1. It is evident from Figure 4.3 that when the correlations between 156Gd and the 
other isotopes are neglected, the propagated uncertainty in the cross-section of the natural 
sample increases significantly. The same effect is also observed when resonances 155Gd 
and 157Gd overlap around 44 eV. 
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Figure 4.4. Capture cross-section of the individual isotopes of gadolinium 

 
Source: ORNL, 2021. 

This is a contrived example which demonstrates the importance of including cross-isotope 
correlations when evaluating experimental measurements conducted on natural samples. 
Evaluators are encouraged to evaluate and report cross-isotope correlations when only 
natural samples are used as the basis for an evaluation. When highly enriched sample data 
are available, they will usually dominate the determination of the cross-section uncertainty 
for each isotope and cross-isotope correlations can be neglected. 

4.1. Correlations in the thermal and intermediate range 

In addition to the cross-correlations observed in the fast range, e.g. with the Jezebel  
PMF-1 benchmark, (Bauge and Rochman, 2018; de Saint Jean et al., 2015; de Saint Jean 
et al., 2018; Rochman et al., 2017), it is also possible to use experimental data in other 
energy ranges in order to create cross-correlations in the thermal and resonance ranges: 
within a specific isotope (e.g. nu-bar and (n,f) for 239Pu), within elements (e.g. 235U-238U, 
or Si), and across elements (e.g. Si-O).  

The method applied in the above references to calculate cross-section correlations is 
directly connected to the Bayesian Monte Carlo method (or BMC), but there are other very 
effective methods, such as GLLS. The first step is to produce so-called “random ENDF 
files”, the second step is to use them to calculate a quantity (keff, group cross-section, dpa), 
leading to “random calculated quantities” and the last step is to extract weights for each 
random file, based on the level of agreement between the calculated and measured 
quantities.  

The most commonly used experimental quantity is the keff of a specific critical system2. 
This is simply due to the availability of the benchmark models, of the possibility to produce 
processed nuclear data for the simulation code, and the limited required calculation time. 
One can also use other quantities from critical benchmarks, such as spectral indexes 
(Rochman et al., 2018a). In principle, any calculated quantity that can be compared to a 

                                                      
2.  See, for example, “Correlation nu-sigma-chi in the fast neutron range via integral 

information” (Rochman et al., 2017) for PMF1, “Nuclear data correlation between different 
isotopes via integral information” (Rochman et al., 2018b) for IMF7, and “Monte Carlo 
nuclear data adjustment via integral information” (Rochman et al., 2018a) for a number of 
benchmarks considered simultaneously. 
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measured one can be updated (in a Bayesian sense), as well as its correlation matrix. If such 
experimental data are derived from a combination of calculated cross-sections, correlations 
between these cross-sections can be obtained. The work led by the IAEA (Sublet et al., 
2019) presented an example where group cross-sections from an oxide component (SiO2) 
are used to obtain cross-correlations between silicon isotopes and 16O. As a final example, 
one can review “Correlation nu-sigma for U-Pu in the thermal and resonance neutron range 
via integral information” (Rochman et al., 2019), where the boron concentration from a 
specific reactor cycle is used to extract correlations between uranium and plutonium 
isotopes. 

Two conditions still need to be met in the BMC approach: (1) the experimental data need 
to come with uncertainties which will encompass random calculated values (within one or 
two standard deviations), and (2) the experimental data need to be reasonably reproduced 
by the calculated average. Indeed, if the experimental uncertainties are very large compared 
to the spread of random calculated quantities, all the weights (for instance derived from χ2 
values) will be similar and no cross-correlations can be obtained. Additionally, if there is a 
large bias between the set of random calculated quantities and the measured one, all the 
weights will be very small, leading to no cross-correlations. Such issues have been detailed 
in some of the provided references.  

From the cited studies, one important observation is that there is no general rule for cross-
correlation. For instance, it is generally accepted that a keff value from a criticality 
benchmark will lead to an anti-correlation between the fission cross-section and the nu-bar 
of the most sensitive isotope (Bauge and Rochman, 2018; de Saint Jean et al., 2015; de 
Saint Jean et al., 2018; Rochman et al., 2017). One cannot nevertheless deduce that such 
cross-correlation is as general as a cross-section: it is obtained from the use of a specific 
type of experiment, and a different one may lead to different cross-correlations. 

This is illustrated by the results presented in Figure 4.5, obtained from (Rochman et al., 
2019). In (Rochman et al., 2018a). The IMF7 criticality benchmark and its keff are used to 
calculate various cross-correlations. The example presented here concerns the fission and 
capture cross-sections for 235U. As observed, strong positive and negative correlations 
emerge. This is not the case for the same reactions when considering the thermal system of 
a pressurised water reactor (PWR) cycle with its measured boron concentrations.  

Figure 4.5. Example correlations between isotopes due to the boron concentration in a PWR cycle 

 
Source: PSI, 2021. 
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Figure 4.6. Correlations between two reactions of the same isotope using the Bigten benchmark 

 
Source: PSI, 2021. 

There are no strong correlations between these cross-sections, as observed in Figure 4.6. 
Therefore, correlations are only the reflection of the applied method and of the considered 
calculated and experimental data. 

As a final comment, cross-correlations do not systematically come from integral 
experiments. A straightforward example is for experimental cross-sections: the vast 
majority of them are obtained relatively to a standard cross-section, implying a strong 
correlation between these quantities. Additionally, the use of oxide targets for cross-section 
measurements (as often used in EXFOR) will automatically lead to cross-correlations 
between oxygen and various target isotopes.   
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5. Intercomparison study 

Four teams composed of the members of this subgroup participated in a computational 
intercomparison exercise on determining nuclear data correlations. This study looked at 
methods and techniques of retroactivity determining the sign and magnitude of correlation 
coefficients which are believed to be missing in evaluated nuclear data libraries. First and 
foremost, the methods developed in this study are not proposed as a long-term solution for 
addressing missing correlations from evaluated nuclear data libraries. The long-term 
solution, and a major recommendation of this subgroup, is for the nuclear data community 
to work together to provide the best estimates of all impactful correlations on evaluated 
nuclear data quantities during the generation of nuclear data evaluations and libraries. 

The premise of the study undertaken here was that correlations are considered to be missing 
from currently published evaluated nuclear data libraries. The major source of those 
correlations was hypothesised to be the use of integral experiments, and in particular critical 
experiments, in the evaluation of the mean values in the library. Based on this knowledge, 
it may be possible to reconstruct the correlations which are not reported in today’s nuclear 
data libraries. The objective of the study was to determine whether the sign and magnitude 
of those correlations can be consistently determined retroactively. 

Four teams set to work using different initial nuclear data libraries and very different 
methodologies to estimate the missing correlations. The study was limited in scope to 
reconstructing the correlations between fission, capture and nu-bar for 239Pu based on the 
scenario that a fast-spectrum plutonium-metal critical experiment was used as part of the 
evaluation of the central values for those quantities. The test was to see if the four groups, 
using different methods, would independently arrive at roughly the same values of the 
correlation coefficients. This is important because four independent efforts arriving at 
similar estimated values would give higher confidence in the validity of those values. 

This report provides more than enough background information for the study described in 
this section. The details of the study, i.e. the assumptions and calculation methods used by 
each team and the quantitative results, are presented in (Sobes et al., 2021). 

Overall, this computational intercomparison study found that the four participating teams, 
using different methods, could agree on the sign and approximate magnitude of the selected 
correlation coefficients. This validated the initial hypothesis that certain correlation 
coefficients that come from the use of criticality integral benchmarks in the evaluation can 
be reliably estimated after the fact. Furthermore, this study showed how those particular 
correlation coefficients can reduce the propagated uncertainty on similar systems and 
reduce the discrepancy between the observed spread in the C/E of mean values and the size 
of the error bars propagated from the current nuclear data covariance libraries. 

The results of this intercomparison study, however, come with a caution not to over-extend 
the implications of the results. As has been stated above, this study was limited to 
correlations between fission, capture and nu-bar for 239Pu based on a fast-spectrum 
plutonium-metal critical experiment. This set was particularly chosen because it was 
anticipated that 1) the correlations would be strong, 2) easily identifiable from the choice 
of integral experiment and 3) once identified, would have a significant impact on the 
propagated uncertainty to similar applications. Therefore, the caution is that this study does 
not suggest that all missing correlation coefficients from current nuclear data libraries can 
or should be estimated in this way. This study shows that in the absence of a better 
alternative, and only as a temporary remedy, some of the correlation coefficients can be 
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reliably estimated. The clear recommendation from this study and this subgroup is that 
nuclear data correlation coefficients need to be systematically evaluated and reported in 
future nuclear data library releases.  
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6. Formats and interpretation 

This section contains general guidelines on how evaluated covariances stored in nuclear 
data libraries should be documented. Following these proposed guidelines should ensure 
that evaluated data and covariances are reproducible and are clearly interpretable by users. 
This text is based on the report in (CSEWG, 2012). It summarises guidelines concerning 
documentation, format, processing, verification, validation and associated tools which 
should be satisfied before nuclear data can be adopted by the Los Alamos National 
Laboratory (LANL) nuclear data team. These guidelines were established based on 
discussions between J.L. Conlin, M.G. Gray, A.P. McCartney, D. Neudecker, D.K. Parsons 
and M.C. White.  

Here, we distinguish between requirements that “mustˮ, “oughtˮ and “would be desirableˮ 
to be met by covariances in nuclear data libraries. Of course, we realise that many data and 
covariances currently in nuclear data libraries do not meet many of these documentation 
requirements. However, stating these requirements for new covariances might help 
improve the quality of documentation henceforth. Covariances, especially new ones, which 
do not satisfy the “mustˮ requirements should be questioned by the community. 
Requirements that “oughtˮ to be met concern information that is expected to be provided 
as best practice. However, we realise that often enough this information and associated 
tools might not be provided and the covariances might be adopted nonetheless. The 
requirements identified as “would be desirableˮ are recommended to be addressed by 
evaluators but covariances are unlikely to be rejected just because these requirements are 
not satisfied.  

6.1. Documentation requirements 

The following information should be available to document the sources of nuclear data and 
associated covariances: 

• Evaluator(s): At least one corresponding author must be specified. This person 
should be able to answer questions future users might have regarding the 
covariances. 

• Version: A number to identify the covariance evaluation unambiguously must be 
specified. This number can either be a version number or a commit number if 
versioning systems are used to track changes. If this is an update to a covariance 
matrix already existing in a library, the changes compared to the preceding library 
must be highlighted. An explanation for why this update is an improvement over 
the preceding version must be given and this explanation must be documented, 
either in the versioning system or another form of documentation (e.g. laboratory 
memo, report).  

• Evaluation method: The algorithm used for the evaluation scheme ought to be 
specified, for example, Kalman filter, GLS, UMC-B (Brown et al., 2018). If 
specific input decks were used for the evaluation code, these along with the version 
number of the code ought to be provided. 

• Nuclear model data and covariances: If a specific nuclear model was used as 
evaluation input, this model ought to be named. If a specific model code was used, 
it would be desirable to name it and provide its version. In order to guarantee 
reproducibility, it would be desirable that the initial model parameters and 
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uncertainties be provided along with any other information necessary to reconstruct 
the model data and covariances used for the evaluation. This could be done in the 
form of a journal publication that should be cited in MF=1. 

• Experimental data and covariances: If experimental data were used in the 
evaluation process, these data ought to be documented by the number of their 
EXFOR-entry (Neudecker et al., 2018) or by citation to the associated references. 
Any changes of the original experimental data and their uncertainties undertaken 
as part of the evaluation process ought to be documented. In this case, the data as 
used for the evaluation ought to be provided either as a numbered memo or a 
laboratory report.  

This information ought to be documented in journal publications, laboratory reports or 
memos with an unambiguously specified report or memo number. If the data are received 
by private communication, this communication must be at least documented in the 
versioning system. The journal article, report and/or memo number should be cited in the 
documentation section of the data set, e.g. in MF=1 of ENDF-6 formatted files (NEA, 
2014). 

It should be highlighted here that evaluated data and covariances for the same observable 
in a specific nuclear data library ought to be provided by the same evaluation procedure. 
The evaluated covariances can only yield realistic uncertainty information on mean values 
if the same experimental data, model, etc. were used to derive them.  

Covariance format: The specific format the covariances are supposed to be given in (e.g. 
ENDF-6) must be clearly identified by citing unambiguously its manual. If the covariances 
are provided in a non-standard format or if no standardised one exists, it must be 
documented in detail in an easily retrievable form. The same is true if small changes 
compared to the standard format were undertaken. Otherwise, the covariances could be 
incorrectly interpreted by users. 

Covariance processing and verification: The processing and verification of covariances 
ought to be documented in versioning systems, laboratory reports, etc., along with the 
version number of the codes used for this task. It would be desirable to document the input 
files for running these codes, whenever possible.  

Of course, it would be desirable that all covariances be processed before they are accepted 
in new nuclear data libraries. However, whenever new covariance formats come along (e.g. 
currently for fission yields and thermal scattering law covariances), it takes some time until 
new processing capabilities are developed.  

For the validation and quality assessment of the covariances, the following information 
ought to be documented: 

• Validator(s): One person serving as point of contact for questions regarding the 
quality of the covariances would be desirable to be named. We understand that 
validation and quality assessment are often not comprehensively undertaken and 
that a point of contact might not be available for all covariances. 

• Quality assessment and validation of covariances: If a validation or quality 
assessment of the covariances was undertaken, the results ought to be documented 
either as a report or in the versioning system. It would be especially important for 
users of these covariances to know whether the uncertainties are reliable, under- or 
over-estimated. 
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The main information for documentation can be separated into (1) critical, (2) essential and 
(3) desirable. These are summarised in Table 6.1. 

Table 6.1. Summary of the documentation guidelines 

Data type Requirement 
level 

Example 

Evaluator(s) Critical Name, institution, e-mail and/or contact details 

Version Critical Version number of the evaluation, commit number and/or 
hash for relevant version control systems, indicative 
message 

Evaluation method Essential Description of the methodology employed (e.g. 
generalised least-squares using GMA version X) 

Nuclear model data 
and covariances 

Essential Description of the models employed, versions, 
parameters or other relevant data (e.g. CoH version X as 
described in publication Y with parameters Z) 

Experimental data 
and covariances 

Essential Experimental data with identifiers, typically given with 
EXFOR compilation numbers and/or publication 
references, including any adjustments 

Covariance format Critical Data format used (e.g. ENDF-6) including any relevant 
version number or modifications 

Covariance processing and 
verification 

Essential Codes, versions and descriptions of processes used in 
the processing of the data (e.g. NJOY version X using Y 
models) 

Validator(s) Desirable Name, institution, e-mail and/or contact details 

Quality assessment and 
validation of covariances 

Essential Description of the quality assessment process and 
references to any applicable documentation 

Source: LANL, 2021. 

6.2. Verification of eigenvalues and decompositions 

One common application for nuclear data covariance matrices is generating random 
samples of data for use in uncertainty quantification (UQ) studies. There are several 
methods for generating these random samples. For example, a covariance matrix C can be 
Cholesky-decomposed to obtain a triangular matrix M such that  

𝑀𝑀 × 𝑀𝑀𝑇𝑇 = 𝐶𝐶 
By drawing a random (normally-distributed) vector of numbers V, a new realisation can 
then be generated by simply multiplying the triangular M matrix and V. Alternately, 
covariance matrix C can be diagonalised to obtain eigenvalues λ and eigenvectors Λ such 
that  

𝐶𝐶 =  Λ 𝜆𝜆 Λ𝑇𝑇 
Then the realisation R can be constructed by: 

𝑅𝑅𝑖𝑖 =  ��𝜆𝜆𝑗𝑗  𝑉𝑉𝑗𝑗 Λ𝑗𝑗.𝑖𝑖
𝑗𝑗
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where Vj is again a normally-distributed random value. Unfortunately, nuclear data 
covariance matrices are frequently not positive-definite and both of these techniques have 
trouble dealing with non-positive-definite matrices. Nuclear data covariance matrices may 
be positive semi-definite (with many eigenvalues near 0), but more often they include small 
negative eigenvalues, especially when (due to limitations in the ENDF-6 format) 
covariance matrices are stored using only 8-9 significant digits. 

Since nuclear data covariances are often dominated by only a few non-negligible 
eigenvalues, it can be advantageous to disregard small eigenvalues (both positive and 
negative) and only store the principal components. For example, the ENDF-VIII neutron 
sub-library prompt fission neutron spectrum covariance for incident neutrons between 5 
and 6.5 MeV is a 591x591 matrix, but the matrix is dominated by the six largest principal 
components (these are sufficient to reproduce all matrix elements to within an absolute 
tolerance of 10-8 and a relative tolerance of 10-5). Storing only the principal components 
saves space and avoids an extra step when sampling since the matrix is already 
diagonalised. 

A recent proposal would extend the GNDS format to support storing matrices in “sandwich 
productˮ form, i.e. as the matrix product A × b × AT. This format is meant to be flexible 
enough to handle both diagonalised matrices (where b is diagonal) and more general 
parameter covariances with sensitivity matrices for rows and columns. 

6.3. Thermal scattering law (TSL) covariances in GNDS 

Recent improvements in both experiments and modelling have led to a renaissance in 
thermal scattering law (TSL) evaluations, relevant for describing coherent and incoherent 
scattering reactions between low-energy neutrons and target materials where molecular 
effects must be taken into account. No current TSL evaluations include covariances, but an 
effort is underway to produce and store TSL covariances. This effort has initially focused 
on adding covariances to incoherent inelastic scattering reactions, where the double-
differential cross-section is parameterised as a function of momentum transfer α, energy 
transfer β and temperature T, denoted: 

𝑆𝑆 = 𝑆𝑆(𝛼𝛼,𝛽𝛽,𝑇𝑇) 
Since S is a function of three independent variables, the full covariance matrix is in 
principle a 6-dimensional array correlating each combination of αi, αj, βi, βj, Ti and Tj. 

GNDS supports storing higher-dimensional arrays, but the current expectation is that rather 
than storing a 6-dimensional covariance, evaluators will likely instead break it into multiple 
2-dimensional matrices. Each of these matrices would store the covariance of S with respect 
to αi,j, and each would correspond to a given range of β and a given temperature T3. 
Breaking the full covariance matrix up into these sub-sections provides more flexibility 
compared to storing a 6-dimensional array: different α grids may be used for different 
combinations of β and T rather than enforcing a uniform grid on the entire covariance. 

Covariances for coherent and incoherent elastic scattering are also possible. These are 
simpler to support since the parameterised forms have fewer independent variables: for 
coherent elastic the cumulative structure factor is tabulated as a function of incident energy 
and temperature, and for incoherent elastic the Debye-Waller integral is a function of 
temperature only. 

                                                      
3.  Note that this decomposition of the full covariance into multiple sections is similar to how 

ENDF treats covariances for outgoing energy and/or angle distributions. 
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6.4. Prompt fission neutron spectra correlations 

It should be highlighted that measured prompt fission neutron spectra (PFNS), fission 
cross-section ((n,f) cross-section) and average prompt neutron multiplicities (<νp>) are all 
related to the same physics reaction (i.e. fission). This becomes obvious when one looks at 
the neutron transport equation to simulate keff. These three nuclear data observables form 
together the fission neutron source term. 

However, the ENDF-6 format (CSEWG, 2012) does not make it possible to store any 
correlations between uncertainties of these three nuclear data observables. One might argue 
that this is strictly speaking not necessary as the PFNS, (n,f) cross-section and <νp> are 
often evaluated separately. To give an example: the 239Pu(n,f) cross-section in ENDF/B-
VIII.0 (Brown et al., 2018) was evaluated based on mostly experimental data as part of the 
Neutron Data Standard project (Neudecker et al., 2018), the PFNS was evaluated with the 
Los Alamos model and (<νp>) based on experimental data in the fast range and partially 
adopted from (NEA, 2014). All these three evaluations were independently undertaken by 
separate groups of experts, model, codes and experimental data. Hence, the resulting 
evaluated data can be treated as independent and the covariances between the different 
observables are indeed zero. 

However, with the advent of advanced fission modelling codes such as (Vogt et al., 2009; 
Litaize and Serot, 2009; Becker et al., 2013), the same codes are able to yield all 
observables simultaneously based on a joint set of model parameters. Usage of these new 
codes for nuclear data evaluations would certainly introduce correlations between PFNS, 
(n,f) cross-section and <νp> uncertainties that should be provided in nuclear data libraries. 
In addition to that, adjustment of data and covariances with respect to keff would lead also 
to correlations between uncertainties of PFNS, (n,f) cross-section and <νp>. 

Hence, formats should be developed to store correlations between PFNS, (n,f) cross-section 
and <νp> in nuclear data libraries. Along the same lines, formats should be developed to 
store correlations between PFNS uncertainties of different isotopes and incident energy 
groups. Currently, ENDF-6 format does not allow them to be stored. Hence, they are 
implicitly zero. Work by Rising et al. published in the International Criticality Safety 
Benchmark Evaluation Project (NEA, 2019a) showed that neglecting correlations between 
PFNS uncertainties of different isotopes can lead to a reduction of keff uncertainties of 
selected critical assemblies (Jezebel-240, Flattop-25, Big Ten) stemming from the PFNS 
by ∼5-20%.  

The same reference showed that the keff uncertainties stemming from the PFNS were 
underestimated by more than 50% for Jezebel, Flattop-Pu and Thor critical assemblies if 
the PFNS correlation matrices were stored for each incident-neutron energy the PFNS is 
given and implicitly assumed 0 between them. However, the ENDF-6 (CSEWG, 2012) 
PFNS covariance format makes it possible to use covariances defined for a specific 
incident-neutron energy range. The correlations between PFNS uncertainties at different 
incident-neutron energies are very similar for the same physics range, i.e. for first chance 
fission, second-chance fission, third-chance fission, etc., because the underlying physics of 
the model is the same. That can be exploited by giving a covariance for one physics range. 

This reasoning was applied for providing covariances grouped by a physics-defined 
incident-neutron energy for 235U and 239Pu for ENDF/B-VIII.0 (Brown et al., 2018; 
Neudecker et al., 2018). The impact of this grouping was studied by propagating these 
grouped covariances versus covariances considering correlations between PFNS 
uncertainties at all incident-neutron energies to obtain keff uncertainties of Jezebel due to 
the PFNS. The former keff uncertainty was -0.36 % lower compared to the keff uncertainties 
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caused by the PFNS using the full covariance matrix. The Godiva keff uncertainties due to 
the PFNS increase by a negligible 0.47 pcm due to grouping the PFNS. That is an increase 
of 0.91 % in the keff uncertainty due to the grouping. So, in short, with the current ENDF-
6 format, one can provide incident-neutron energy grouped covariances that retain the 
correct uncertainties in keff of most critical assemblies for single isotopes. Godiva and 
Jezebel were used as examples as those are benchmarks among those with the fastest 
spectra of ICSBEP critical assemblies (NEA, 2019a). Thus, they are most sensitive, but 
still very little so, to second-chance fission processes. 

When one samples from these incident-neutron energy range grouped PFNS covariances, 
one can still reproduce the original PFNS well except at high outgoing-neutron energies. 
There, the tail changes with incident-neutron energy. However, the PFNS values are small 
above 10 MeV outgoing-neutron energy and critical assemblies are usually not sensitive to 
these energy ranges. 

Hence, in short keff uncertainties should not be impacted by the missing format to allow 
storing correlations between PFNS uncertainties at different incident-neutron energies. 
However, this should be tested for other types of application calculations that are sensitive 
to broader incident-neutron energy ranges. 

6.5. Data format for angular distributions 

In the ENDF-6 format (CSEWG, 2012), angular distributions are expressed as normalised 
probability distributions ∫ 𝑓𝑓(𝜇𝜇,𝐸𝐸)𝑑𝑑𝑑𝑑1

−1 = 1 where 𝑓𝑓(𝜇𝜇,𝐸𝐸)𝑑𝑑𝑑𝑑 is the probability that a particle 
with incident energy E is scattered in the interval 𝑑𝑑𝑑𝑑 around an angle with cosine 𝜇𝜇. Then, 
under the general assumption of azimuthal symmetry over the scattering angle, the format 
allows representing the distribution in terms of 𝑁𝑁𝑁𝑁 (≤ 64) Legendre polynomials, 

𝑓𝑓(𝜇𝜇,𝐸𝐸) = �
2𝑙𝑙 + 1

2
𝑎𝑎𝑙𝑙(𝐸𝐸)𝑃𝑃𝑙𝑙(𝜇𝜇)

𝑁𝑁𝑁𝑁

𝑙𝑙=0

 

where the energy and angular dependence is decoupled. Here, 𝑃𝑃𝑙𝑙 is the 𝑙𝑙-th order Legendre 
polynomial and 𝑎𝑎𝑙𝑙 its corresponding coefficient. Generally, 𝑁𝑁𝑁𝑁 increases with incident 
energy as the angular distribution becomes more forward-oriented. Alternatively, 𝑓𝑓(𝜇𝜇,𝐸𝐸) 
can be tabulated as a function of the incident energy and angle cosine. 

6.5.1. Angular distribution covariance matrices 
Covariance matrices for the angular distribution of secondary particles emitted from 
neutron-induced reactions, such as elastic and inelastic scattered neutrons, became 
available in the early 1990s in the EFF-2 evaluations. The matrices were prepared in terms 
of covariances between Legendre polynomial coefficients and were reported into section 
MF=34 of ENDF-6 formatted nuclear data files. Covariance terms up to P6 were evaluated 
for the elastic scattering cross-section of 56Fe, 52Cr, 58Ni and 60Ni (Kodeli, 2018). More 
recently, the JENDL-4.0 (Shibata et al., 2011) and ENDF/B-VII.1 (Chadwick et al., 2011) 
nuclear data libraries included covariance matrices for P1 for isotopes of Fe, U, Pu and 
others. The CIELO evaluations for 235U and 238U of the WPEC Subgroup 40 project (NEA, 
2019b) were adopted in the ENDF/B VIII.0 library (Brown et al., 2018). They include 
covariances of the Legendre coefficients of the elastic angular distributions in the 
laboratory co-ordinate system up to order P2. They also include cross-correlation with the 
elastic cross-section, as well as between the Legendre coefficients of different order. The 
covariance matrix prior was generated by Monte Carlo sampling of the nuclear model 
parameters. In the assembled global covariance matrix the scattering Legendre moments 
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were included. In a subsequent generalised least-squares fitting of experimental data for 
other reaction cross-sections, the covariances of the scattering moments were automatically 
adjusted consistently through correlations. The covariances of the Legendre coefficients 
were reconstructed from the scattering moments at the ENDF-6 formatting stage. This 
approach has the advantage that scattering moments which appear in deterministic transport 
equations are as accurate as possible. Unfortunately, processing codes like NJOY were not 
upgraded to take this form of covariance information with correlations into account. Even 
more covariances for angular distributions were produced with the TASMAN code and 
included in the TENDL libraries for both elastic and inelastic scattering cross-sections 
(Koning et al., 2019). These covariances extend up to terms higher than the first Legendre 
polynomial. The JEFF-3.3 library recently adopted these covariances for several of their 
nuclide evaluations (Plompen et al., 2020). The importance of such covariances was 
reported for neutron shielding application (Jouanne, 2014; Kos et al., 2018). 

The first order Legendre coefficient in the laboratory system is by definition the average 
cosine of scattering (known as “mu-barˮ), which can be represented in ENDF by 
MF=3/MT-251, making the processing of covariances equal to other cross-sections in 
MF=33. However, this approach is limited to the order P1. Computer codes such as NJOY 
(MacFarlane et al., 2019) have since developed capabilities to process energy-dependent 
covariances for P1 in MF=34 into multi-group formats, which can be subsequently used 
for linear uncertainty propagation by codes such as SUSD3D (Kodeli and Slavič, 2017), 
but the coding is not in place to process cross-correlations. On the other hand, nuclear data 
sampling codes such as SANDY (Fiorito et al., 2017) can technically be used to test and 
propagate covariance data for any polynomial order. 

SANDY is a nuclear data sampling tool that, for a given evaluated nuclear data and 
covariance file formatted according to the standard ENDF-6 rules, can produce perturbed 
copies of the file that statistically reflect the covariance information. The perturbed files 
are generated by applying random perturbation coefficients sampled from the multivariate 
Gaussian distribution defined by the evaluated data. SANDY can perturb any type of 
nuclear data for which covariances are provided, including cross-sections and fission 
neutron multiplicities, as well as emitted energy and/or angular distributions. SANDY 
enforces consistency with the conservation rules, e.g. by renormalising the probability 
distribution functions. The perturbed files are suitable for Monte Carlo uncertainty 
propagation calculations, where a given model is solved repetitively, each time adopting a 
different file. From the statistical analysis of the resulting output predictions one can 
calculate the distributions of any calculated quantity, including their mean, variance and 
any other moment. 

In the recent work of Fiorito et al. (2019), the ICSBEP benchmark PU-MET-FAST-006 
(NEA, 2019a) was selected for the large sensitivity of its keff to the angular distribution of 
the neutrons scattered in 238U and out of the system. The uncertainty contribution of the 
angular distribution was quantified using SANDY and the covariance information for the 
Legendre polynomial coefficients up to the 6th order taken from the 238U evaluation in 
JEFF-3.3. The resulting keff distribution had a standard deviation of about 2 000 pcm and 
was significantly non-Gaussian, highlighting a non-linear model. The uncertainty 
breakdown showed that for such benchmarks with heavy reflectors the P1 term describes 
only a fraction of the collective uncertainty coming from all terms of the elastic scattering 
angular distribution. Also, it was highlighted that using a Legendre polynomial 
representation to store the covariance information for angular distributions as a function of 
the scattering angle implicitly imposes correlations between scattering angles that are 
merely an artefact of the mathematical definition of the polynomials. In particular,  
Figure 6.1 shows that the P1 term alone generates a strong anti-correlation between the 
forward and backward angular directions as a reflection of the shape of the first polynomial 
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term. This effect can be avoided by adopting higher order polynomials for reporting the 
covariance data of angular distributions, or alternatively, by adapting the format to accept 
tabulated covariances as a function of the incident energy and scattering cosine. 

Figure 6.1. JEFF-3.3 238U elastic scattering angular correlation matrices  
for an incident-neutron with energy 1.8 MeV 

 
a) covariances for P1 only b) covariances up to P6 

Source: SCK·CEN, 2021. 

Note: The covariance matrices for Legendre polynomial coefficients are shown up to first order (P1) on the left and up 
to sixth order (P6) on the right. These were converted into covariances between scattering angles with cosines listed on 
the axes. The colour axis represents the probability distribution. 

6.6. Covariance information of double-differential data 

The formats for the covariance information of secondary particle correlated energy/angle 
distributions are not defined. While energy/angle correlations need to be considered 
explicitly in transport calculations, especially at incident energies above several MeV, the 
uncertainty estimates are considered less sensitive to the exact representation. For the 
purpose of calculating relative uncertainties it is probably sufficient to split double-
differential data separately into angular distributions in MF=4 and energy distributions for 
the same reaction in MF=5. The covariances can then be represented in the conventional 
way in MF=34 and MF=35 in ENDF terminology. This procedure has not been exploited 
so far, but it is worth exploring since uncertainties in the particle emission spectra and the 
corresponding angular distributions certainly contribute to the uncertainties in the integral 
results.  
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6.7. Total Monte Carlo (TMC) versus covariance data 

Covariance data are added to nuclear data libraries to propagate correlated uncertainties 
from fundamental physics to nuclear applications. Many of the covariance data in nuclear 
data libraries, especially in MF33 and MF34, are induced by more fundamental 
uncertainties from e.g. nuclear model parameters which end up in large covariance matrices 
for cross-sections, angular distributions etc. accompanying the final results. 

There is a different method for uncertainty quantification and propagation and that is to 
perform a statistical sampling of only the basic nuclear data uncertainties and to produce a 
statistical ensemble of nuclear data libraries out of that. This method was advocated in 2008 
(Koning and Rochman, 2008), and later coined by the Head of the US National Nuclear 
Data Center, Michal Herman, as “Total Monte Carloˮ (TMC). 

In the case of a general-purpose nuclear data library, as fundamental uncertainty data one 
would consider: 

• resonance parameters and their correlated uncertainties; 

• EXFOR data and their correlated uncertainties; 

• nuclear model parameters and their correlated uncertainties. 

One could draw one sample from all these probability distributions, using correlated 
sampling, perform a nuclear model calculation for the part which requires theory (the fast 
energy range) and produce one complete “randomˮ nuclear data library out of that. The 
term “randomˮ is one of the most unfortunate adjectives adopted in science: in common 
language it means a “shot in the darkˮ, i.e. a completely wild guess as if the users do not 
know what they are doing. Instead, in the present context it is meant as a carefully sampled 
deviation from the average inside a known uncertainty band. 

Next, one can process this collection or random files that form a so-called ‘random library’ 
and do an applied calculation, e.g. a keff estimate with the Monte Carlo N-Particle (MCNP) 
code, for that particular sample. This process can then be repeated for say 100 to 1 000 
random samples, and uncertainties and covariances for the final results then become 
available, in the form of e.g. a probability distribution for keff. This could then be done for 
the entire ICSBEP suite of benchmarks (Rochman et al., 2009). 

Moreover, covariance matrices for the contents of the nuclear data library are no longer 
needed, although they can easily be stored in separates file in the process for consultation, 
since all correlations are intrinsic in the entire ensemble of nuclear data libraries, where 
they are reflected for all energies and reaction channels and data types, including cross-
correlations. 

As discussed in many publications since 2008, there are disadvantages and advantages to 
TMC. The two main disadvantages are: 

• The calculation time: e.g. an MCNP calculation has to be performed many times 
instead of only once. An effort to mitigate this has been done with so-called “Fast 
TMCˮ (Rochman et al., 2014). 

• The evaluation process needs to be extremely reproducible, and when one insists 
on starting from the three fundamental data classes listed above, only one system 
is currently able to do this: the so-called T6 system built around TALYS, which 
also produces the TENDL library. In the past decade also “semi-TMCˮ has been 
done (Diez et al., 2015; Fiorito et al., 2017), which entails producing random 
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nuclear data libraries by sampling from existing nuclear data libraries which 
contain covariance data. 

There are various advantages for TMC as well. A few important ones are: 

• Both the uncertainty quantification and propagation can be considered as more 
exact since all correlated uncertainties are taken into account, and not only those 
that are limited by the ENDF format. This has been shown through comparison of 
the TMC method with the method using covariance data (Rochman et al., 2011).  

• A covariance file cannot describe higher moments without changes to current 
formats and as a result any features that could be represented with higher-order 
moments (e.g. skewness) cannot be described. Covariance matrices also require an 
energy discretisation that may lead to non-trivial loss of fidelity. 

• Covariance matrices do not need to be dragged along in large computational 
schemes which require covariance matrices, possibly in various grouped 
representations and mixed with further processing steps. For example, TMC has 
even been applied to a control rod ejection case where a statistical ensemble of 
nuclear data libraries was propagated all the way to thermohydraulic calculations 
with the PANTHER code (da Cruz et al., 2014a) and fuel inventory of a PWR 
assembly (da Cruz et al., 2014b). 

• TMC opens up uncertainty propagation for classes of nuclear data for which either 
no format exists or for which the covariance representation would be too 
complicated. 

• Propagating the covariance data to macroscopic system parameters (e.g. keff) 
requires the system sensitivity matrix, which is not always trivial to obtain. The 
sensitivity matrix can also be computationally costly to produce and assumes 
linearity of the system, an assumption that is not always well-motivated. Higher 
moments of the system can be obtained, but this is even more challenging and, 
independent of the truncation, some moments of the system response will always 
be lost. 

Especially the last item in the list above connects well to this report. If we consider a 
complete general-purpose nuclear data library, i.e. one which extends from MF1 to MF15 
in ENDF jargon, it is interesting to see which parts of the library can be accompanied with 
covariance data. If not, this is then an advantage for TMC, since a statistical ensemble of 
e.g. 1 000 libraries which all range from MF1 to MF15 automatically contain the entire 
correlated probability distributions for all data inside. TENDL-2019 can be considered a 
complete covariance nuclear data library, in the sense that it contains covariance as much 
as the ENDF format reasonably allows. Therefore, the list below relates to TENDL. If we 
go over the data library class by class, we find the following: 

• MF1: Covariance data for nu-bar are essential for integral use of data libraries, and 
an appropriate MF31 representation exists. 

• MF2: Covariance data for resonance parameters have always been considered as 
essential and a MF32 taking the required correlations into account exists. A so-
called “compact MF32ˮ format can be used for very large covariance matrices. 
Several nuclear data users prefer to have the covariance data for the resonance range 
pointwise in MF33. 

• MF3: The ENDF format allows for both inter- and intra-channel covariance data 
for all cross-sections. 
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• MF4: Covariance data are used for elastic scattering angular distributions in 
MF34/MT2. 

• MF5: Covariance data are used for fission neutron spectra, prompt in MF5/MT18, 
and delayed in MF5/MT455. 

•  MF6: MF36 does not, and very probably will not, exist. This means one can 
generally not find covariance data for single- and double-differential emission 
spectra, exclusive gamma-ray branching ratios, residual production cross-sections 
and recoils. There is a theoretical possibility to represent the covariance data of 
MF6 single-differential emission spectra in MF35, and to store covariance data for 
the MF6 residual production cross-sections in MF40, but this has seldom been tried 
and the capabilities for these data to be processed are not guaranteed. 

• MF7: Thermal scattering data. MF37 does not (yet) exist and there is no accepted 
formalism within the ENDF-6 format, though efforts in SG-48 are underway to 
tackle this. The most mature proposal requires the new GNDS format (NEA, 
2020b). Meanwhile, thermal scattering using TMC has been reported in (Rochman 
and Koning, 2012). 

• MF8: Fission yield data. Only variances are taken into account in a specially 
adapted format for MF8, while a full covariance format is under discussion. For a 
TMC fission yield library this is no issue. For decay data, the same principle 
applies, only for the most basic quantities are variances provided, while in a TMC 
approach one would generate randomly sampled decay data libraries with all 
generated parameters sampled from the distributions defined by the uncertainty 
bands. 

• MF9/10: Covariance data for isomeric production can be represented in MF40 as 
in MF33 for cross-sections. 

• MF12: Gamma branching ratios and yields, MF42 does and will not exist, 
uncertainty quantification/propagation is only possible with TMC. 

• MF14/15: Gamma secondary distributions, MF44/45 does and will not exist, 
uncertainty quantification/propagation is only possible with TMC. 

In summary, complete covariance data, i.e. including all required cross-correlations, is not 
available, or very difficult to represent, for thermal scattering, fission yield data, decay data, 
single- and double-differential spectra, residual production cross-sections, recoils, gamma-
ray production cross-sections or branching ratios. 

Alternatively, if one were to generate a statistical ensemble of say random nuclear data 
libraries, requiring perhaps 1 000 samples or more, this could be used to quantify and 
propagate uncertainties for: 

• general-purpose data library; 

• fission yield data library; 

• thermal scattering data library; 

• decay data library. 

All correlated uncertainty data that one would have available at the start of the evaluation 
process from e.g. experimental data, standards evaluations or nuclear model parameters 
would exactly be propagated to applications.  
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7. Conclusions and recommendations 

This report has compiled and presented a summary of the work of this subgroup. This report 
certainly is not the final word on nuclear data covariance. The members of SG-44 rather 
hope that through their work and this report they will accomplish three major objectives. 
First, they hope to provide a comprehensive review of nuclear data covariance activities 
and research interests around the world in recent years. Second, they hope to educate the 
reader about the importance of nuclear data covariance and about the current recommended 
practices. Third, they hope to have correctly identified and communicated the most 
important needs of the nuclear data community with respect to future work on nuclear data 
covariance. Rather than providing the final word on nuclear data covariance, this subgroup 
hopes to revitalise the conversation on this important topic. 

A fundamental challenge in nuclear data covariance evaluation still remains. Nuclear data 
covariance is a statement of confidence in the evaluated central value and cannot be 
experimentally tested or validated. However, through the work of members of SG-44, this 
report presented some recommended “sanity-checks” on reported nuclear data covariance, 
which is great progress in the field. 

This subgroup on covariance data evaluation takes no unified stand on the question of 
“Whether integral experiment information should be systematically included in the nuclear 
data evaluation step or only reserved for validation efforts.” In fact, the members of the 
subgroup had different perspectives on this question, which led to vigorous discussions in 
almost every meeting of the subgroup, but no consensus. The subgroup believes it is 
important to state this clearly to the reader and to future generations of scientists.  

On the other hand, all of the members of the subgroup agreed that much more rigorous 
documentation of the covariance evaluation process is needed. This is the most significant 
recommendation of this subgroup. New nuclear data evaluations need to describe in 
rigorous detail the evaluation process, whether and how integral experiment information 
was used and how covariance was evaluated. 

Many nuclear data covariance needs have been discussed. However, the exact prioritisation 
of the needs is rather application specific. A number of major areas of nuclear data were 
identified where covariance evaluation was missing or was only in its beginnings. These 
areas include: 

• cross-correlations between different reactions and isotopes which arise if integral 
experiments are used in the evaluation of nuclear data; 

• initial angular distribution covariance data have been generated for only a few 
isotopes; more angular distribution covariance data is needed as well as robust 
methods to propagate the uncertainty through to applications; 

• thermal scattering law covariance data is entirely missing from current evaluated 
nuclear data libraries; this subgroup has worked with Subgroup 42 and hopes to 
have inspired current Subgroup 48 to seriously consider the generation of thermal 
scattering law covariance data and methodologies for its propagation to 
applications. 

Lastly, this subgroup would like to highlight the excellent work in generating the General 
Nuclear Database Structure. This format will provide the much-needed flexibility to store 
covariance data. This subgroup highly recommends that users and producers of nuclear 
data covariance adopt the new format as quickly as possible. 
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While the term of this subgroup is complete, the work on nuclear data covariance lives on 
in several activities under the Working Party for Nuclear Data Evaluation Co-operation. 
With the strongest recommendation of this subgroup for careful documentation of nuclear 
data covariance evaluation, one potential solution is presented by the efforts of WPEC 
Subgroup 49 on Reproducibility in Nuclear Data Evaluation. A complete, end-to-end 
computer code evaluation system would provide the necessary reproducibility, traceability 
and documentation that is missing so much in current nuclear data evaluation processes.  
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